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Figure 1: Optical flow sequence. From left to right: 360◦ video frame; precomputed optical flow using a Gunnar Farnebäck algo-
rithm; representation of optical flow magnitudes; aggregation of optical flow values during runtime based on head direction;
dynamic visual optimization based on the aggregated optic flow values.

ABSTRACT
Visually Induced Motion Sickness (VIMS), when the visual system
detects motion that is not felt by the vestibular system, is a deterrent
for first-time Virtual Reality (VR) users and can impact its adoption
rate. Constricting the field-of-view (FoV) has been shown to reduce
VIMS as it conceals optical flow in peripheral vision, which is more
sensitive to motion. Additionally, several studies have suggested
the inclusion of visual elements (e.g., grids) consistent with the
real world as reference points. In this paper, we describe a novel
technique dynamically controlled by a video’s precomputed optical
flow and participants’ runtime head direction and evaluate it in a
within-subjects study (N = 24) on a 360◦ video of a roller coaster.
Furthermore, based on a detailed analysis of the video and partici-
pant’s experience, we provide insights on the effectiveness of the
techniques in VIMS reduction and discuss the role of optical flow
in the design and evaluation of the study.

CCS CONCEPTS
•Human-centered computing→Virtual reality; Usability test-
ing.
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1 INTRODUCTION
Virtual Reality (VR) holds great promise as Head-Mounted Displays
(HMDs) make their way out of the confines of research labs and into
to the hands of consumers, bolstered by affordable VR hardware
such as smartphones repurposed as HMDs. 360◦ video, one of the
least technically demanding media in terms of production for this
new wave of HMDs, is emerging as an expressive and engaging
media for storytelling, journalism, and entertainment, among others
[63]. However, several barriers (e.g., Human factors, such as comfort
and safety of use) still need to be addressed to streamline the user’s
experience.

Visually induced motion sickness (VIMS), sometimes referred to
as VR Sickness or Cybersickness, has symptoms similar to motion
sickness [39], but occurs strictly from visual stimulation. VIMS has
a multiple symptom profile (polysymptomatic) [57], including nau-
sea, sweating, disorientation, among others. VIMS is also polygenic,
meaning that symptoms manifest differently across individuals
[57]. For example, women are more likely to manifest symptoms
than men [4, 27, 28, 47, 51]. While there is extensive literature on
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prevention/reduction techniques, these techniques are mostly fo-
cused on computer-based VR (e.g., using runtime knowledge of the
environment or player behavior [24]) and/or bespoke hardware
solutions (e.g., curved surfaces for walking-based locomotion [48]).
Focusing on 360◦ video, most of these techniques are not compati-
ble (in terms of implementation/hardware) or are obtrusive to the
user experience. Based on existing literature, we were motivated
to understand how compatible VIMS reduction techniques [24, 53]
could be applied to 360◦ video and its impact on the user experi-
ence. Furthermore, since we wanted to make these techniques less
obtrusive to the user experience, we were motivated to understand
how we could use 360◦ video itself as a control mechanism for the
VIMS reduction techniques. Motivated by previous work [33], we
explore how the 360◦ video’s optical flow (a motion pattern caused
by the relative motion of objects in the visual scene compared to
the camera/observer) can contribute to these techniques and to
contextualize their evaluation.

In this paper, we examine the role of optical flow, known to affect
VIMS symptoms in VR, and how techniques known to reduce VIMS
can be applied to 360◦ video. Connecting to the increasing need for
design guidelines for VR and 360◦ video [6, 34, 43, 60], we ask two
high-level research questions (RQs):

• RQ1 - How can we use the optical flow of a 360◦ video to
mitigate VIMS?

• RQ2 - How can we apply/combine techniques that mitigate
VIMS in VR to 360◦ video?

For the purpose of answering these RQs, we chose a popular 360◦
video [1], present in two datasets [42, 49], and calculated optical
flow to be used at runtime (with an HMD) in controlling the param-
eters of techniques applied. We conducted a user study with two
independent variables (both visual optimization techniques); both
techniques are commonly used in VR and compatible with 360◦. The
first corresponds to an independent visual background (IVB) [53],
where a virtual element (e.g., grid, horizon, nose) acts as a reference

Table 1: Factorial Design with two independent variables.
The color scheme of the combination cells are replicated
across the paper
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point of the real world inside the virtual world. The second corre-
sponds to a restricted FoV (rFoV) [24, 33, 44, 50], where a virtual
vignette (reduction of brightness towards the periphery of an image
compared to the center) restricts the periphery of the user’s vision,
known to be more sensitive to optical flow. Table 1 presents the
factorial combination of independent variables; for clearer writing,
we refer to the terms baseline, IVB, rFoV & rFoV+IVB when describ-
ing and discussing results. For IVB, rFoV & rFoV+IVB, the optical
flow is used to determine how much of the technique is visible to
the user; a high optical flow (indicating movement) fully expresses
the technique, while a low optical flow (stationary) "disables" the
technique.

We contribute with a novel technique using the optical flow of
360◦ video to control parameters of techniques known to reduce
Visually Induced Motion Sickness. We evaluate our proposed tech-
nique in a user study comparing and combining two techniques
applicable to 360◦ video: independent visual background and re-
stricted Field of View. Our findings suggest that restricted FoV
aligned with optical flow, although intrusive in terms of Presence,
is preferred and can promote exploration. Contextualizing partici-
pant behaviour with the media itself, we appraise the use of optical
flow, identifying limitations and improvements for future work.

2 BACKGROUND AND RELATEDWORKS
2.1 Visually Induced Motion Sickness (VIMS)
Simulator Sickness, resulting from exposure to VR systems, is most
commonly assessed by the self-reported Simulator Sickness Ques-
tionnaire (SSQ) [35], categorizing symptoms into nausea (stom-
ach awareness, sweating, salivation, among others), oculomotor
(headaches, eye strain, among others) and disorientation (vertigo,
dizziness, among others). The symptom profile that arises can be
used to distinguish VIMS (whose main symptom is disorientation)
from motion sickness (whose main symptom is nausea) from non-
virtual simulator sickness (whose main symptom is oculomotor)
[56]. Several theories have emerged to explain VIMS: the postural
instability theory [58], that posits that the cause of VIMS is an
inability to achieve proper balance after long periods of postural
instability (such as a roller coaster); the Eye Movement Theory [22],
that posits that the cause is tension in the muscle of the eyes that
stimulate the vagus nerve; Rest Frame; Evolutionary [66]; among
others [21, 57]. However, the most commonly supported is the Cue
Conflict or Sensory Mismatch theory [57], that posits that symp-
toms arise when stimuli are being perceived differently by different
senses; for example, in vection, there is a visual simulation that
causes an illusion of motion, that is not compatible with the per-
son’s Vestibular system [39]. VIMS symptomatology and severity is
variably diverse, being affected by age, gender, stress, anxiety and
the physical qualities of the devices themselves [4, 14, 21, 36, 40].

2.2 VIMS Mitigation
For VIMS mitigation in model-based VR (virtual environment is
entirely simulated by computer graphics renderings [63]), previous
work puts emphasis on walking-based techniques [48] rather than
on non-natural travel interfaces [8, 12]. High-precision low-latency
tracking [24, 48] has been shown to reduce VIMS symptoms by
matching physical movement in the real world to movement in the
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virtual environment but is limited to the size of the tracked environ-
ment. Tregillus’ "walking-in-place" concept [65] uses smartphones’
inertial sensors to simulate walking and offer proprioceptive feed-
back. Another walking-based technique Redirected Walking [55],
dynamically and imperceptibly rotates the virtual environment,
to keep users is a smaller physical area. However, walking-based
techniques cannot be applied to 360◦ video, since they are not com-
patible with pre-recorded videos. 360◦ video compatible solutions
focus on visual optimization (high frame rate rendering [24], la-
tency reduction [2], brightness reduction [33], etc.). We provide an
extended review of two VIMS mitigation techniques of particular
relevance to this paper in the following subsections.

2.2.1 Field of View (FoV) Manipulation. Field of View manipu-
lation has been known to mitigate VIMS symptoms successfully
[4, 11, 24, 32, 36]. FoV can be characterized as display FoV (dFoV,
area of the visual field occupied by the display; based on the physical
system) and camera FoV (cFoV, area of the visual environment that
is drawn in the display; based on the virtual system) [2]. Conceptu-
ally, dFoV should be the same as cFov to allow the virtual system
to be overimposed correctly over the physical system; however,
dFov is constrained by the technical capabilities of the hardware.
Variations between them have been described as causing discomfort
[17] (although, contrary evidence can also be found [46]). Previous
works have shown that wide FoVs easily induce more symptoms
compared to narrow FoVs [17]. The rationale behind this lies in the
fact that users are more exposed to the visual periphery, an area
more sensitive to motion [7, 13] causing vection. Newer HMDs try
to increase their dFoV to match human vision [16, 72], increasing
the sense of Presence [70].

On the opposite side, a broad range of work exists on restricting
the FoV, reducing the access to the visual periphery. Wells and
Venturino [67] used constant FoV to determine that smaller FoVs
although reducing sickness, hamper tasks requiring a visual search.
Kim et al. [38] used biosignal cybersickness detection systems to
change FoV and discretely notify users to stop and relax; in this case,
the system does not use FoV manipulation to prevent cybersickness,
but rather to detect and correct, making it unsuitable for 360◦ video
as it would interfere with the visualization of content and break
the feeling of Presence. Fernandes and Feiner [24] used dynamic
FoV restrictors (transparency circular hole with an inner and outer
radius, acting as a vignette) based on gamepad input to reduce
VIMS in model-based VR. Based on the previous work, McGill et
al. [44] used peripheral blending of motion landscape and 360◦
video in the context of in-car VR to prevent symptoms caused
by the car motion. Kala et al. [33] used dynamic vertical FoV to
reduce VIMS when playing 360◦ video, basing FoV size on the visual
analysis of the 360◦ video (feature extraction and Lucas-Kanade
algorithm for optical flow). Their rationale behind merely reducing
vertical FoV was to simulate blinking and to maintain adequate
levels of Presence. While conceptually closest to our work, we
differ in terms of terms of reproducibility (optical flow methods
and parameters), implementation (VIMS reduction techniques) and
stricter methodology (e.g., use of validated scales for sickness and
Presence, among others). Finally, Nguyen et al. for their VR editing
suite [50] use the content of the 360◦ video to control the FoV size

when scrubbing through footage (vignettes contract faster in shaky
scenes and slower in stable scenes).

2.2.2 Independent Visual Background. A common VIMS mitigation
approach is the addition of visual elements such as an independent
visual background such as grid as seen on Prothero et al.’s [53] work
on IVBs on HMDs and Duh et al.’s [19, 20] work on IVB on a driving
simulator. In these works, the IVB tethers the user to the real world
as it remains stationary and locked to the user’s position, regardless
of the remainder of the virtual world. Lin et al. [41] expanded the
design of IVB beyond the grid by testing natural IVB such as clouds;
natural IVBs were perceived to be relatively stable and helped to
reduce nausea. Additionally, Whittinghill et al. [68] proposed the
use of virtual noses as anchors between the real and virtual world.
To the best of our knowledge, there is no work on the application
of IVB to 360◦ video, or its combination with other techniques.

3 USER STUDY
Based on the visual optimization techniques compatible with 360◦
video discussed above, and the potential to integrate video’s optical
flow as a control mechanism (RQ1), we chose to test the effective-
ness and combination of restricted FoV and IVB in preventing VIMS
symptoms (RQ2). The techniques chosen differ in their ability to
mask the visual periphery that causes vection (e.g., a vignette cov-
ers more of the periphery than a grid) and their impact on Presence
(as some techniques are more intrusive than others).

3.1 Experimental Design
The study uses a factorial design with two independent variables
(IVB and restricted FoV, both with two levels - not present and
present), resulting in 4 conditions (see Table 1). A repeatedmeasures
design was used to avoid grouping participants prone to motion
sickness in one condition; to circumvent order effects, we used
random allocation and scheduled only 4 sessions over a period of
two weeks; to minimize after-exposure symptoms, sessions were
separated by at least one day, participants were free to reschedule
and the video stimulus used was shorter than most studies in VIMS.

3.2 Media
Considering the goal of the study, we required a short video with
considerable motion. Although similar studies use videos with
longer durations, shorter videos with visual obstructions like shak-
iness are known to trigger VIMS symptoms [18]. The video chosen,
produced by Moovr, is a popular 360◦ video [1] (at time of writing,
with more than 35 million views) of a roller coaster track at Seoul
Grand Park, at 30 fps and duration of 3’27”. The video is present in a
dataset of saliency maps of 360◦ videos [49] (that analyzes 1’02” to
2’14”) and in a dataset of saliency maps and motion maps [42] (that
analyzes 0’20” to 1’20” and classifies the video as fast-paced). Using
satellite images and the original video, timecodes were mapped to
track contour (see fig. 2) and segmented according to track features
(see table 2). Considering the different subsegments and optical
flow values, during analysis, we only compare S2 and S3, since they
are slower and faster-paced, respectively. S1 and S4 are out of the
scope of the paper since they reflect mostly stationary scenarios.
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Table 2: Roller coaster subsegments with track description (see fig. 2) and optical flow (see fig. 3)

Subsegments Frames Time Track Description Optical Flow’s pattern and peaks

S1 A 1-690 0’00” Stationary in the station and production logo
Pattern is caused by leaving the station and
transition to production logo

S2
A 691-870 0’28” Initial "launch track"

Peaks result from the transition of the production
logo to video and optical "noise" generated by trees

B 871-2240 0’36” Long "lift hill" with a "test hill" Pattern is caused by passing light poles
C 2241-2700 1’33’ 180◦ "bank turn" to gain momentum Peak corresponds to a "tester hill" and acceleration

S3

A 2701-2990 1’52’ "Double-dip" to gain speed Peaks are drops in the "double-dip"
B 2991-3230 2’04” Two "360◦ helixes" Peaks correspond to the "helixes";

C 3231-3500 2’14”
"Bank turn", followed by a hill ending in a
"head chopper" (track underneath another track)

Peaks corresponds to the "headchopper" that
causes optical noise overhead

D 3501-4200 2’25” Long portion of "lift hills"
Pattern corresponds to the various drops and trees
lining the tracks towards the end

S4 A 4201-4691 2’55” "Brake run" with steady movement to the station
Peak correspond to entering the station that
causes optical noise overhead

Figure 2: Top-down representation of the roller coaster track
at Seoul Grand Park. Segments colors correspond to subseg-
ments in table 2

3.2.1 Optical Flow. Due to limitations in processing power of mo-
bile HMDs, runtime computation of optical flow would affect ren-
dering rates hindering the participant’s experience; therefore we
chose to precompute optical flow in XCode (release 9.2), using Open-
Frameworks (release 0.9.8) with ofxOpenCV and ofxOpticalFlow-
Farneback [61]. Gunnar Farnebäck algorithm [23] is a dense optical
flow algorithm calculating optical flow for all points in the video,
unlike a sparse optical flow algorithm (like Lucas-Kanede[5]) that
only calculates optical flow for some tracked points. The follow-
ing settings were used: number of pyramid layers 2; image scale
0.3; number of search iterations per pyramid level 1; average fil-
ter/window size 10, with Gaussian filtering. Optical flow vectors
(xVel and yVel) were saved to a comma-separated values (CSV) file;
to reduce file size, readings were made every 5 frames, and pixel
values were grouped in 5x5 pixel squares (resulting in a 72x36 grid).
Fig. 1 illustrates the optical flow pipeline, while fig. 3 shows optical
flow across time. Using fig. 3 as a basis, the peaks and patterns of
optical flow are mapped to events or track features in table 2.

3.3 Implementation
The mobile VR application was made in Unity (release 2017.2),
using Oculus Mobile SDK for Unity and "Tunneling Demo" [3] from
Google Daydream Elements as a basis for the implementation of
FoV restriction. During runtime, optical flow values based on head
direction (corresponding to a square with 1/3 of video width as the

Figure 3: Optical Flow (sum of absolute optical flow vectors,
abs(xVel) + abs(yVel)) across time (frames).

side, centered on the user’s head direction) were aggregated in a
magnitude vector (sum of absolute values of optical flow’s xVel and
yVel) used to determine the size of the FoV. We empirically found
that the relation between magnitude vector and FoV size worked
better with a max magnitude of 60 corresponding to a min FoV
of 30◦, and a min magnitude of 10 corresponding to a max FoV of
60◦ (see table 3). At any moment, the FoV size was calculated from
linear interpolation of these values and smooth damped (gradually
changing a value towards a desired goal over time) over 0.3 seconds
to prevent extreme flickering of FoV size. For example, if we input
a constant optical flow from its minimum to its maximum (below
10 to above 50) and 0.3 second smooth dampening, the Fov would
change from its min (30◦) to its max (60◦) at a maximum speed of
100◦/s. During the viewing, head direction data (camera rotation
quaternion) was recorded in XML files (Extensible Markup Files),
later retrieved by the experimenter and converted into CSVs files
in the Unity editor.

3.4 Experimental Setup
For this study, we used a Samsung Gear VR mobile HMD (SM-R322,
96◦ diagonal FOV) with a Samsung Galaxy S6 and V-Moda Cross-
fade M-100 over-ear headphones with XL cushions. All sessions
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Table 3: Relation between Optical Flow magnitude and FoV
for IVB, rFoV& rFoV+IVB

IV
B

rF
oV

rF
oV

+I
V
B

took place in meeting rooms in our research laboratory, clear of
furniture that would obstruct the experience.

3.5 Measures
Participants were asked to fill out a Pre-Study Questionnaire with
demographic information on gender, age, items (rating scale with
seven levels "Never" to "Very often") on experience with VR, 360◦
VR and 360◦ video and the Motion Sickness Susceptibility Ques-
tionnaire Short-form (MSSQ-Short) [29].

Before each session, participants were asked to fill out a Pre-
exposure SSQ [35]. After the session, they were again asked to fill
out a Post-exposure SSQ; this resulted in relative (the difference
between Post and Pre) and absolute (Post) values for 4 components
(TS - TotalScore; N - Nausea; O - OculoMotor; D - Disorientation).
After each session, participants also filled out the Igroup Presence
Questionnaire (IPQ) [62], a validated Presence scale with 4 items (SP
- Spatial Presence; INV - Involvement; ER - Experienced Realism;
GP - General Presence).

Additional background variables were collected in the form of the
three-section Visual Questionnaire (VQ), adapted from Fernandes
et al. [24], to determine how noticeable the visual optimizations
were, and how they affect Comfort, Enjoyability, and Desire. In the
first section, Visual Statements (VS), participants are shown 5 Likert
items (seven levels from "Did not notice or did not happen" to "Very
obvious") with statements about possible visual changes that might
have happened (VS1 to VS5). In the second section, Most Noticed

Table 4: Measures

Se
lf-
Re

po
rt
ed

IPQ (Igroup Presence Questionnaire)
ER (Experienced Realism)
GP (General Presence)
INV (Involvement)
SP (Spatial Presence)

SSQ (Simulator Sickness Questionnaire)
D (Disorientation)
N (Nausea)
O (Oculo-Motor)
TS (Total Score)
PreTS (Absolute Total Score before exposure)
PostTS (Absolute Total Score after exposure)

VS (Visual Statement)
VS1 ("I saw the virtual environment flicker")
VS2 ("I saw visual elements that didn’t belong to the virtual

environment")
VS3 ("I saw the virtual environment get brighter or dimmer")
VS4 ("I saw the virtual environment change colors.")
VS5 ("I felt like my field of view was changing in size.")

MNVC (Most noticed visual change)

SMNVC (Second most noticed visual change)
O
bj
ec
tiv

e Axes (Yaw, Roll and Pitch)
Geographic coordinates (Latitude and Longitude)
S[1-4]-D (Accumulated distance for segment [1-4])
S[1-4]-DP (Accumulated distance to POI for segment [1-4])

Visual Change (MNVC), participants were asked if they saw any of
the statements, identify it, and answer 4 Likert (seven levels) items:
confidence ("Not confident" to "Very confident"), Comfort ("Not
comfortable" to "Very comfortable"), Enjoyability ("Less enjoyable"
to "More enjoyable") and Desire to have it in future VR experiences
("Don’t want" to "Definitely want"). In the last section, MNVC
questions were repeated as Second Most Noticed Visual Change
(SMNVC). Participants were also allowed to leave any comment on
the session in an open field.

Finally, head direction (quaternions) during the experience were
converted into: Distance (D, angle between one recording to the
next, in radians), Axes (Yaw, Pitch, Roll, in radians), geographic
coordinates (Longitude and Latitude, in degrees), and Distance
to POI (DP, the distance between head direction and location of
POI, in radians). In this study, the POI is the roller coaster track,
consistent with saliency maps of the video [49]. Table 4 summarizes
the self-reported and objective measures used.

3.6 Experimental Procedure
Convenience sampling was used due to multiple constraints of the
experiment (multiple sessions over two week period) that required
participants to be readily available. Participants were recruited
in-situ and through the institute’s mailing list, and were not mone-
tarily compensated for taking part in the study. In the first session,
participants were handed an informed consent (detailing the goal
of the study, but no information about conditions) form and Pre-
Study Questionnaire. Before viewing any content, participants were
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asked to fill out a Pre-Session Questionnaire and then asked to as-
sume a Romberg stance (standing up for the full experience, so
that any changes in head movement data reflect postural sway),
being given the HMD and headphones. Before viewing the content,
participants could adjust the Gear’s focus adjustment wheel and the
experimenter would choose the correct condition using the Gear
VR controller. After viewing, participants were asked to fill out a
Post-Session questionnaire.

3.7 Sample
For this study, we did not assume any inclusion or exclusion cri-
teria for the population, since VIMS susceptibility is influenced
by several factors (like age, gender, health, previous experience
with VR, among others). All participants (N = 24, 54% female) com-
pleted all four sessions. The mean age among participants was 29.4
years (SD = 5.8 years; range = 20-47). Beyond analysis with the
full population, we repeated all analyses considering two other
subpopulations. In the first, we only considered the upper 75th
percentile subpopulation (from the MSSQ-short, meaning more
prone to motion sickness) as done by the inclusion criteria of McGill
et al[44], leaving us with a population of N = 13, 61% female. In
the second, we only considered the female subpopulation (N =
13) since females are more susceptible to VIMS [4, 27, 28, 47, 51].
Additional subpopulations were not considered due to the small
sample size. Unless explicitly stated, all statistical data reported,
tables, and images correspond to the full population.

3.8 Analysis
Analysis was conducted in R [54], using a 2-tailed testing at α
of .05 and figures were produced using the ggplot2 package [69].
Testing for Assumption of Normality was done through visual
analysis of histograms/boxplots/Q-Q plots, analysis of Kurtosis and
Skewness (and their standard errors), and normality tests (Shapiro-
Wilk given that N<50). All data was shown to be nonparametric
with the exception of SP and ER.

For parametric data, a factorial repeated measures ANOVA was
performed using ezANOVA(), as prescribed by [26] and Holm-
Bonferroni Method. For non-parametric data, we used a nonpara-
metric equivalent [25] to the factorial repeated measures ANOVA,
the Aligned Rank Transform (ART) [71]. For plots involving map
projections, the following packages were used: sf [52], rgdal [10],
spdep [9], and mapproj [45]. For hotspot analysis, we used a Getis-
Ord Gi* algorithm, using 2-tailed testing at α of .05, consistent with
Rothe and Hußmann [59] and Bala et al. [6].

Regarding the reporting and discussion of results in the following
sections, for a clearer reading flow, we subdivided them according to
the origin of the data as being from self-reported measures (sections
4 and 5) or from participant behaviour (sections 6 and 7).

4 RESULTS OF SELF-REPORTED MEASURES
4.1 Sample
In terms of motion sickness susceptibility, our population is rep-
resentative of the general population since the mean raw score
(MSSQRawScore) was 9.5 (SD = 10; range = 0-42), while the pop-
ulation norm is 12.90 (SD = 9.90) [29]. In terms of items related
to previous experience with VR, most participants reported never

Table 5: Mean scores and standard deviations for IPQ and
SSQ components across conditions, considering the full pop-
ulation

baseline IVB rFoV rFoV+IVB

GP 3.54±1.61 3.42±1.32 2.79±1.41 2.5±1.44
INV 3.2±.73 3.0±.82 3.04±.65 2.94±.76
ER 2.53±.66 2.5±.71 2.49±.53 2.39±.57
SP 3.43±1.26 3.33±1.28 3.17±1.11 2.55±1.8

TS 111.8±159 104.77±175 20.64±93.8 144.06±303
D 16.82±23 15.08±29 2.90±14.2 22.04±44
O 4.74±11 3.79±10 .63±7.4 8.53±25
N 8.35±14 9.14±18 1.99±8.4 7.95±16

Figure 4: Boxplots with absolute (PreTS and PostTS) and rel-
ative (TS) for the SSQ component across conditions, consid-
ering the full population

(25%) or very seldom (25%) experiencing it (mdn = 1.5, iqr = 2.25).
This inexperience is reinforced with the experience items for 360◦
VR (mdn = 1, iqr = 2) and 360◦ video (mdn = 1, iqr = 2), where most
participants (42% in both cases) reported very seldom experience.

4.2 IPQ & SSQ
Table 5 showcases the mean and standard deviation for IPQ and
SSQ components: IPQ components are similar across techniques
diverging for the GP and SP components; participants experiencing
rFoV reported lower values for SSQ components. Fig. 4 shows the
difference between absolute and relative TS values; a low relative
TS median and compact distribution, as seen for rFoV, indicates that
participants did not report symptoms, while a higher relative TS
median and loose distributions, as seen for baseline, indicates that
participants experienced VIMS. Considering the full population:

• a significant main effect on the use of rFoV on SP was
found, F(1,23) = 6.4, η2G = .046, p<.05, indicating that SP
scores in the absence of restricted FoV (see baseline, IVB in
table 5) were significantly higher than in the presence of
restricted FoV (see rFoV, rFoV+IVB in table 5).
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• a significant main effect on the use of rFoV on GP was
also found, F(1,69) = 9.34, p<.01, indicating that the GP scores
in the absence of restricted FoV (see baseline, IVB in table 5)
were significantly higher than in the presence of restricted
FoV (see rFoV, rFoV+IVB in table 5).

Considering the subpopulation with only the upper 75th per-
centile:

• a significant main effect on the use of rFoV on SP was
found, F(1,12) = 7.8, η2G = .031, p<.05, indicating that SP
scores in the absence of restricted FoV (baseline: 3.15 ± .89;
IVB: 3.40± .73) were significantly higher than in the presence
of restricted FoV (rFoV: 3.25 ± .85; rFoV+IVB: 2.71 ± 1.00).

Considering only the female subpopulation:

• a significant main effect on the use of rFoV on SP was
found, F(1,12) = 8.6, η2G = .042, p<.05, indicating that the
SP scores in the absence of restricted FoV (baseline: 3.66 ±
.95; IVB: 3.46 ± 1.11) were significantly higher than in the
presence of restricted FoV (rFoV: 3.58 ± .98; rFoV+IVB: 2.66
± 1.30).

• a significant main effect on the use of IVB on INV was
found, F(1,36) = 5.66, p<.05, indicating that the INV scores
in the absence of IVB (baseline: 3.27 ± .7; rFoV: 3.23 ± .62)
were significantly higher than in the presence of IVB (IVB:
3.00 ± .72; rFoV+IVB: 2.77 ± .74).

4.3 Visual Questionnaire
4.3.1 Visual Statements. For visual statements, we look first at the
statements that actually happened (VS2 and VS5), and summarize
the remaining.

• VS2 "I saw visual elements that didn’t belong to the virtual
environment": For baseline and rFoV, most participants (15
and 12, respectively) "did not notice"(baseline: mdn = 0, iqr =
2.25; rFoV:mdn = .5, iqr = 5). On the opposite side, for IVB and
rFoV+IVB, most participants (13 and 9, respectively) reported
VS2 as "very obvious" (IVB: mdn = 6, iqr = 2; rFoV+IVB: mdn
= 5, iqr = 4.25).

• VS5 "I felt like my field of view was changing in size": For
baseline and IVB, most participants (19 and 12, respectively)
"did not notice" (baseline: mdn = 0, iqr = .25; IVB: mdn = .5,
iqr = 2). On the opposite side, for rFoV and rFoV+IVB, most
participants (19 and 17, respectively) reported VS5 as "very
obvious" (rFoV: mdn = 6, iqr = 0; rFoV+IVB: mdn = 6, iqr =
1.25).

• VS1, VS3 & VS4: Most participants did not notice VS1 (base-
line: 9, mdn = 1, iqr = 3; rFoV: 9, mdn = 2, iqr = 4; rFoV+IVB:
6, mdn = 2, iqr = 3.5), altough for IVB, most participants
reported 1 (7, mdn = 1, iqr = 3.5). Additionally, most partici-
pants did not notice VS3 (baseline: 13, mdn = 0, iqr = 2; IVB:
14, mdn = 0, iqr = 1.25; rFoV: 6, mdn = 2, iqr = 3.25; rFoV+IVB:
9, mdn = 2, iqr = 5) or VS4 (baseline: 15, mdn = 0, iqr = 1.25;
IVB: 15, mdn = 0, iqr = 1.25; rFoV: 18, mdn = 0, iqr = .25;
rFoV+IVB: 12, mdn = 0, iqr = 1).

4.3.2 Most and Second Most Noticed Visual Change. For MNVC,
we look only at the visual changes that actually happened (VS2

and VS5) and the sessions where they happened (IVB, rFoV, and
rFoV+IVB):

• For IVB, most participants (19, out of 23) correctly identified
VS2 as the most noticeable, with a high degree of confidence
(mdn = 6, iqr = 0); for these participants, most reported both
comfort (mdn = 3; iqr = 1) and enjoyability (mdn = 3, iqr =
1.5), around the center of the scale. As for desire (mdn = 2,
iqr = 3.5) most participants (8) reported disfavouring it.

• For rFoV, most participants (22, out of 24) correctly identified
VS5 as the most noticeable visual change, with a high degree
of confidence (mdn = 6, iqr = 0); values for comfort (mdn =
2.5, iqr = 3.25), enjoyability (mdn = 3, iqr = 2.5), and desire
(mdn = 3, iqr = 2) were dispersed through the scale.

• For rFoV+IVB, most participants (14, out of 23) confidently
(mdn = 6, iqr = 0) reported VS5 as the most noticeable visual
change, followed by VS2 with 7 participants (mdn = 6, iqr =
1). For those that reported VS5, values were dispersed on the
scale for confort (mdn = 2.5, iqr = 4), enjoyability (mdn = 3,
iqr = 3) and desire (mdn = 3, iqr = 5). For those that reported
VS2, values for confort (mdn = 2.5, iqr = 4), enjoyability (mdn
= 1, iqr = 3) and desire (mdn = 0, iqr = 1) were concentrated
on the lower end of the scale.

For SMNVC, we only looked at the visual changes that actually
happened (VS2 and VS5) on rFoV+IVB; only 4 and 3 participants
reported VS5 and VS2, respectively, with different confidence (VS5:
mdn = 6, iqr = 0; VS2: mdn = 4). Values for confort, enjoyability,
and desire, were all equal (VS5: mdn = 2.5, iqr = 3; VS2: mdn =2).

4.3.3 Feedback. At the end of each session, participants were given
the choice to leave any feedback about difficulties they encountered.
Participants are identified by P and their ID number. We report here
only some relevant comments: about baseline, P6 "Removing the
background music would make the experience more real"; about
IVB, P4 "The grid was too distracting for me"; P10 "be more careful
with the blue lines around visual field", P11 "grids from GearVR
stood out from the video. The grids were high-res while the video
was somewhat low-res"; about rFoV, P10 "Changing the view size
makes me really uncomfortable, dizzy and if I stay more time I
will be nauseated", P14 "I like having the field of view focused but
sometimes the speed/size in which it changed was too fast, and that
was a bit annoying"; about rFoV+IVB, P21 ox completely removed
immersion in the virtual world", P12 "Some of the parts where the
FoV got smaller were really strange to experience - my brain kept
wanting to focus on the yellow track".

5 DISCUSSION OF SELF-REPORTED
MEASURES

In McGill et al.’s study on Sickness for In-Car VR [44], they high-
lighted the difficulties in finding a suitable universal solution when
the population is so diverse and that diversity factors into how
these solutions are evaluated. Ideally, a solution for VIMS needs to
be universal, to have a broad reach; on the other hand, it should not
hinder the experience, leading to breaks in the feeling of Presence.
The interplay between efficacy and invisibility is a critical point in
the design of techniques to mitigate VIMS. Our design rationale
by combining optical flow with established working techniques
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(known to reduce VIMS) tries to address this by having techniques
that are effective, but that is only visible when needed.

In addition to difficulties in designing techniques for VIMS, stud-
ies on VIMS also encompass various methodological concerns (sam-
pling, procedure, consistency of measures, among others) that re-
strain, complexify and/or diversify the design of evaluation studies.
These methodological concerns impacted our study design in vari-
ous ways. As examples: (1) although some studies on VIMS have
used independent groups [37], we chose a repeated measures de-
sign due to polygenic symptom profiles of participants and to avoid
grouping of susceptible participants in a technique, even though
repeated measures can lead to habituation [30], (2) some studies
[24, 44] compare only at post-exposure absolute SSQ scores, while
we chose to compare absolute and relative scores (see fig. 4) to
account for participants’s profile. Overall, our sample is representa-
tive of the population in terms of susceptibility (based on the MSSQ
values) and experience (based on experience items on VR). Since
low susceptibility can hide results, some studies have opted [24, 44]
to exclude participants; we opted to report the full population, as
well as susceptible subpopulations, to better represent the effect of
the techniques.

Overall, in terms of VIMS, the results presented are expected
considering the short duration of the stimulus and the diverse
population. By this, we mean that SSQ profiles D > N > O (across
conditions) are consistent with the symptom profile for VIMS and
that the effect of techniques like rFoV on VIMS reduction/mitigation
is positive and promising, as seen in fig. 4. These SSQ profiles and
effect for rFoV is also consistent for the subpopulations. Although
short exposure times with considerable motion are sufficient to
trigger VIMS symptoms [18], the video chosen may have been
too short to cause stronger symptoms, since S3, the faster-paced
segment, is less than a minute. As observable from table 5, the
combination of IVB and restricted FoV is not beneficial since it
reduces Presence and does not help reduce VIMS. Furthermore,
using only IVB has limited effect on mitigating VIMS, since it may
expose too much of the video. Additionally, comments made by the
participants on the design of IVB (P4 "distracting"; P10 thinking
that the grids were a mistake; P11 identifying the aesthetic quality
of the grid as different from the video) detract from their usage and
support Lin et al.’s [41] work on natural IVB.

In terms of Presence, the results presented are expected since
the inclusion of techniques leads to lower levels of Presence by
introducing noticeable visual interferences. From the Visual State-
ments, most participants correctly identified VS2 and VS5 in the
sessions where they happened and confidently reported them in
the MNVC and SMNV, therefore they were aware of the techniques.
Participants for baseline reported higher Presence scores than for
the remainder techniques (see table 5). Furthermore, this is con-
firmed by significant main effects on restricted FoV for the SP item
for the full population and subpopulations and a significant main
effect on restricted FoV for GP item in the full population. While
we cannot differentiate baseline and IVB groups, these main effects
suggest that since these conditions show more of the environment,
they naturally result in higher Presence scores. Additionally, a
significant main effect on IVB for INV item in the female subpopu-
lation was also found; this might indicate that the presence of the
grid is detrimental to the experience in terms of involvement, by

Table 6: Mean scores and standard deviations for distance
and distance to POI for S2 and S3, considering the full popu-
lation

baseline IVB rFoV rFoV+IVB

S2-D 31.08±10 30.33±13 30.54±12 27.77±13
S2-DP 353.5±151 329.5±173 384±148 357.9±171

S3-D 14.3±6.1 16.7±12 15.9±7.7 14.3±7.3
S3-DP 126.9±43.7 148.0±76 144.1±60.7 138.2±69.8

introducing an element that breaks the immersion in the virtual
environment, being consistent with the comments made by P4, P10,
and P11 about IVB. As observable from table 5, the combination of
IVB and restricted FoV is again not beneficial since it presented the
lowest values for IPQ components. P14’s comment "I like having
the field of view focused but sometimes the speed/size in which it
changed was to fast, and that was a bit annoying" can also indicate
further refinements to restrictive FoV technique common in rFoV
and rFoV+IVB. These could involve how the visual optimization
techniques work in these conditions (e.g., the optical flow algorithm,
the transition time of the adaptive restrictive FoV) or in different
parameters (e.g., opacity of overlays).

6 RESULTS OF OBJECTIVE MEASURES
To contextualize the results of the self-reported measures and the
impact of techniques on user experience, we analyzed the observed
measures resulting from the participant behaviour. For each session,
around 3970 camera rotation quaternions were recorded. Head
movement was mapped to a time series for S2 and S3, see fig. 5,
where the x-axis represents frames interval for S2 and S3. For fig. 5,
several variables are mapped to the y-axis, namely yaw (side to side
movement), roll (tilt), pitch (look up/down) and distance to POI (in
this study, POI is the yellow track, consistent with saliency maps
from [42, 49]). All values on the y-axis are in radians. From a visual
analysis of fig. 5, there is more variation in yaw values than roll
and pitch, since looking from side-to-side is more common in 360◦
video experiences. Furthermore, there is a clear difference between
behaviour in S2 and S3: S2 across conditions show more variation
in values until S2C (when the roller coaster starts to gain speed), in
which case, the different conditions merge into similar behaviour.
Furthermore, coupled with time series plots for Distance to POI
(DP), a possible explanation emerges: during S2, participants are
exploring the video (higher values of distance to POI means that
they are distant from the track), but when S2C starts, participants
focus their attention on the track direction.

Fig. 6 plots the accumulated distance (D, angle, in radians, be-
tween recordings) for S2 and S3. This accumulated distance can
be conceived as a measurement of how much they move during
an interval. While we cannot compare S2 and S3 since they have
different time windows, we can compare conditions in each. From
visual observation, regardless of conditions, D seems to be similar.

Table 6 represents the mean scores and standard deviations for
distance (D) and distance to POI (DP) considering S2 and S3. D
and DP showed to be non-parametric for both S2 and S3 in all
subpopulations. Considering only a female subpopulation:
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Figure 5: Time series for S2 and S3, considering the full pop-
ulation: x-axis is representative of frames; y-axis, from top
to bottom: yaw, roll, pitch, distance to POI (DP)

Figure 6: Time series for accumulated distances, considering
the full population. From top to bottom: S2, S3

• For S2, a significantmain effect on the use of IVB on S2-D
was found, F(1,36) = 5.86, p<.05, indicating that the scores in
the absence of IVB (baseline: 29.4 ± 10.22; rFoV: 28.9 ± 11.5)
were significantly higher than in the presence of IVB (IVB:
26.74 ± 9.3; rFoV+IVB: 22.4 ± 11.1)

• For S3, a significantmain effect on the use of IVB on S3-D
was found, F(1,36) = 14.2, p<.001, indicating that scores in
the absence of IVB (baseline: 13.38 ± 6.20; rFoV: 14.0 ± 7.1)

were significantly higher than in the presence of IVB (IVB:
11.18 ± 6.25; rFoV+IVB: 9.92 ± 4.38)

• For S3, a significantmain effect on the use of IVB on S3-
DP was also found, F(1,36) = 13.99, p<.001, indicating that
the scores in the absence of IVB (baseline: 121.9 ± 47.07;
rFoV: 153.05 ± 78.17) were significantly higher than in the
presence of IVB (IVB: 106.86 ± 38.22; rFoV+IVB: 109.31 ±

36.41)
For S3 and using only the upper 75th percentile subpopulation,
a main interaction effect on the use of IVB and rFoV on S3-D
was found, F(1,36) = 4.14, p<.05. This was confirmed with post hoc
analysis (p = .04, with Holm adjustment), meaning that adding IVB
to restricted FoV (rFoV+IVB: 14.95 ± 8.22) resulted in less movement
(baseline: 14.09 ± 7.19; IVB: 17.73 ± 15.07; rFoV: 18.48 ± 8.61).

Finally, fig. 7 represents a time series of hotspot maps (longitude
and latitude of head direction) aggregated by S2 and S3 subsegments
(see supplementary material for video of hotspots aggregated by
smaller frame windows). Values of Getis-Ord Gi* are using a confi-
dence interval of 95%. From a visual observation of fig. 7, S2 presents
larger and disperse clusters of hotspots, representative of user’s
exploratory behaviour; S3, on the other hand, presents tighter clus-
ters, centered around the track ahead (consistent with DP in Fig. 5).
It is also worth noting that clusters are similar across conditions,
implying that the techniques did not orient away from the POI.

7 GENERAL DISCUSSION
7.1 RQ1 - How can we use the optical flow of a

360◦ video to mitigate VIMS?
As evidenced by fig. 3, optical flow has potential to contextualize a
video (e.g., the lamp posts in S2B) and to identify moments with
potential extreme motion (e.g., the "helix" in S3B). Conceptually
and in practice, its application to restrict FoV during areas of ex-
treme motion and to widen it during stationary phase is successful.
However, this potential is somewhat constrained by user behaviour.
Analyzing the optical flow of video produced (see supplementary
material), large areas of "noise" are usually located to the sides of
the roller coaster train (e.g., trees in S3-D), while optical flow if
you focus on the track is "medium". From fig. 5, fig. 7 and from the
supplementary material, it is clear that when there are high values
of optical noise (S3), participants were focused on the track (POI).
This behaviour has multiple possible explanations: participants
have prior experience and know the behaviour to adopt; partici-
pants know the direction they are headed; or as P10 stated: "my
brain kept wanting to focus on the yellow track". Regardless of the
reason, the type of media used and the participant’s understanding
of it affected the use of optical flow as a control mechanism for the
techniques. We posit that the techniques might have been more
effective if the video used did not have a defined POI. Furthermore,
we also recognize that the noise produced by optical flow might
be detrimental to the techniques used. For example, varying noise
from optical flow can make the FoV contract and expand at a rate
that participants find distracting or uncomfortable, as stated by
P10 "Changing the view size makes me really uncomfortable, dizzy
and if I stay more time I will be nauseated" and P14 "I like having
the field of view focused but sometimes the speed/size in which
it changed was too fast, and that was a bit annoying". We tried

90



IMX ’20, June 17–19, 2020, Cornella, Barcelona, Spain Paulo Bala, et al.

Figure 7: Time series of hotspots for subsections of S2 and S3, considering the full population: x-axis represents time, y-axis
from top to bottom: point cloud of head directions, hotspots for baseline, IVB, rFoVand rFoV+IVB

to prevent this by smooth dampening values over 0.3 seconds to
prevent extreme flickering, but the values could be adjusted for
future iterations.

While the participant behaviour for full population shows that
users were focused on the track regardless of condition, a more in-
depth analysis of the subpopulations, and supported by statistical
significance, shows that the techniques affected behaviour. In the
presence of a restricted FoV, the female subpopulation has statisti-
cally significant higher distance values for roller coaster segments
S2 and S3 (meaning, they explored more) and higher distance to
POI values for S3 (meaning, that they focused less on the track
during the turbulent portion of the ride). Furthermore, considering
the upper 75th subpopulation, a main interaction effect was found
for distance (S3-D), meaning that adding an IVB to the restricted
FoV resulted in less movement. This suggests that participants ex-
periencing a combination of IVB and restricted FoV were reticent
in moving away from the track, positing that a sensory conflict
might have emerged and affected the SSQ scores for rFoV+IVB.

7.2 RQ2 - How can we apply/combine
techniques that mitigate VIMS in VR to
360◦ video?

Although our results have limited significance, our data seems to
support that the combination of techniques does not bring ben-
efits in terms of mitigating VIMS; in fact, the complexity of the
techniques (e.g., dynamic restriction from the optical flow) and the
visual incongruence between optimizations, seems to suggest that
the techniques were too distracting (reducing Presence scores) and
did not adequately mitigate VIMS (increasing SSQ scores). The ap-
plication of VIMS techniques such as IVB and restricted FoV using
optical flow is successful but needs further work. Using only a re-
stricted FoV (rFoV), not only presented the lowest SSQ mean scores
but was well received in terms of comfort, enjoyability, and desire.

For this reason, this technique would be the preferred method for
future creators/researchers.

7.3 Implications for Design & Future Work
Combining results from both RQs, we posit suggestions for the use
of optical flow to mitigate VIMS. While optical flow can identify
portions of the video able of inducing VIMS and be successfully
applied to VIMS reduction techniques, the characteristics of the
video itself (e.g., the existence of a POI) and the behaviour of users
when watching bring another dimension to the equation. A future
avenue to explore is the merging of optical flow with data about
POIs, either established by the creator as is done by Bala et al.
[6], by previous users experience as done by Cook et al. [15] or
object identification as done by Huang et al. [31]. Furthermore, and
considering the positive results of rFoV, future work can explore
optimizations of this technique such as different opacities in the
restricted FoV, allowing for the video in the periphery of the FoV to
be partially visible as well as reducing the optical flow in that part.

Regarding the limitations of our study, our results are usable
for other researchers even though they do not yet show statistical
significance for VIMS reduction. Therefore, future work should
focus on a study comparing only baseline and rFoV, with a range
of 360◦ (preferably, without a fixed path of movement as the track
was for the roller coaster, and with considerable motion) and longer
exposure times (as suggested by [64]).

8 CONCLUSION
In this paper, we presented a novel method of using optical flow
as a control for VIMS reduction techniques, applied to 360◦. We
conducted a two-way repeated-measures study with 24 participants
using independent visual background and restricted FoV, both con-
trolled by precomputed optical flow. By collecting and analyzing
user experience metrics, as well as quantitative data from SSQ and
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IPQ, and linking it to the original optical flow,we were able to eval-
uate the techniques used and our results indicate that these work
but further studies/iterations are needed for generalization.
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