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ABSTRACT 
Haptic cues are a valuable feedback mechanism for smart 
glasses. Prior work has shown how they can support 
navigation, deliver notifications and cue targets. However, a 
focus on actuation technologies such as mechanical tactors 
or fans has restricted the scope of research to a small number 
of cues presented at fixed locations. To move beyond this 
limitation, we explore perception of in-air ultrasonic haptic 
cues on the face. We present two studies examining the 
fundamental properties of localization, duration and 
movement perception on three facial sites suitable for use 
with glasses: the cheek, the center of the forehead, and above 
the eyebrow. The center of the forehead led to optimal 
performance with a localization error of 3.77mm and 
accurate duration (80%) and movement perception (87%). 
We apply these findings in a study delivering eight different 
ultrasonic notifications and report mean recognition rates of 
up to 92.4% (peak: 98.6%). We close with design 
recommendations for ultrasonic haptic cues on the face.  
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INTRODUCTION 
Augmented Reality (AR) smart-glasses are an emerging 
consumer technology with the potential to provide rich, 
interactive graphical contents superimposed over the real 
world. While the most striking uses of the technology 
involve impressively high fidelity mixed reality simulations 
[1], the most fundamental are likely to be more mundane. For 
example, Google Glass, a headset commonly touted as a 
privacy violating consumer failure [10], has been reinvented 
as a tool for business productivity [24] – helping human 
workers navigate spaces, follow instructions or get in touch 
with colleagues while on the job. Indeed, researchers have 

long recognized that the ultimate value of AR will rest less 
on how well it entertains us and more on how well it supports 
diverse everyday activities: travelling to new places [20], 
learning new skills [22] or providing targeted knowledge to 
solve specific problems [9].  

Visual displays are a core technology for conveying content 
relating to these tasks: they can render dense, rich and precise 
information. In equal measure, they can disturb and distract 
by presenting irrelevant, unnecessary or occluding content 
[7]. Recognizing the importance of these problems, 
researchers have begun to explore how AR systems could be 
enhanced to present content without detracting from a user’s 
main task by, for example, targeting peripheral vision [25] or 
using alterative sensory modalities such as audio [38] or 
haptic cues delivered to the head [5]. We argue that haptics 
has particular promise in this area and, indeed, prior authors’ 
activities support this. Operating generally in VR settings, 
prior work has deployed actuators as diverse as tactors [41], 
fans [23], flywheels [8] and Peltier elements [29] in Head 
Mounted Displays (HMDs) to support tasks ranging from 
navigation or guidance [17] through spatial awareness [28] 
to increasing immersion or presence [32].  

This paper builds on this work by investigating what we term 
whiskers: haptic cues delivered to the face via a commercial 
ultrasonic actuator [4]. This is valuable because, in contrast 
to the physical tactors [17] or fan based air jets [23] used in 
prior work, ultrasonic displays may improve comfort, ease 
fit and deliver a much more diverse set of cues. Specifically, 
although they are non-contact, they have a high resolution 
and range – one actuator can accurately position 
spatiotemporally varying cues over a large area, potentially 
rendering a rich variety of information. To investigate the 
value of this idea, this paper presents three lab studies 
exploring perception and comprehension of ultrasonic haptic 
cues on the face. Two studies tackle basic perception while 
the third is embedded in a more realistic notification scenario 
in which application specific meanings are assigned to each 
cue. The results cast light on perceptual properties such as 
spatial and temporal resolution that we distill into practical 
recommendations for how to create effective cues in this 
modality.  

We believe that in-air haptics are a viable and valuable 
feedback modality for smart-glasses. The data and 
recommendations in this article provide a detailed 
characterization of performance that future designers and 

© 2018 Association for Computing Machinery. ACM acknowledges that 
this contribution was authored or co-authored by an employee, contractor 
or affiliate of a national government. As such, the Government retains a 
nonexclusive, royalty-free right to publish or reproduce this article, or to 
allow others to do so, for Government purposes only. 
CHI 2018, April 21–26, 2018, Montreal, QC, Canada  
© 2018 Association for Computing Machinery. 
ACM ISBN 978-1-4503-5620-6/18/04...$15.00 
https://doi.org/10.1145/3173574.3174232 



researchers can apply to develop distinguishable and 
effective feedback systems using ultrasonic in-air haptics. In 
sum, the contributions of this paper are: 1) the first empirical 
data describing recognition performance for a range of 
ultrasonic haptic cues on the face; 2) data from an applied 
study that integrates these cues into a notification delivery 
scenario and 3) recommendations for designing ultrasonic 
haptic cues for display on the face based on these outcomes.  

RELATED WORK 
The recent commercial success of HMDs has attracted 
considerable research interest in the idea of presenting tactile 
cues to the head. A common and elegantly simple approach 
is simply to integrate standard mechanical vibrotactile 
actuators into a headband [28] or helmet [17]. Researchers 
have demonstrated such systems can be used to signify 
directional or spatial cues, including in complex situations 
such as 3D VR scenarios [17, 28]. Such systems are also 
useful for presenting tactons [2], multi-dimensional cues in 
which additional stimuli parameters are encoded via 
properties such as frequency or amplitude. Other forms of 
physical actuators have also been used to enhance HMDs. 
Temperature displays [29, 32] show promise for increasing 
the levels of immersion that can be achieved with VR 
headsets, or even for directional cueing [30]. Researchers 
have also considered non-tactile force based designs that use 
flywheels [33] to convey more realistic sensations of impact 
or directional pulls.  

While these approaches show the potential and value of head 
based tactile feedback, other authors have observed that the 
requirement for physical contact inherent in these designs is 
problematic: it complicates wearable fit [23] and limits the 
number of locations that can be addressed. Accordingly, a 
variety of authors have explored delivering non-contact 
tactile stimuli to the head. The dominant approach is to use 
air-flow delivered directly from fans [23, 33] or via vortexes 
[35]. Authors have characterized the subjective experience 
of these types of cue [33, 35] and reported success in 
conveying notifications by targeting different locations such 
as the neck or cheek [23]. Airflow haptics is also reported to 
improve immersion in VR environments – contributing to 
more accurate simulations of real world conditions such as 
weather [15]. While this literature shows the potential of in-
air haptic cues to the head, we note a discrepancy between 
the relatively crude actuators that have been studied and the 
current state of the art in-air haptic actuators that can render 
a much greater diversity of stimuli.  

Arguably the most prominent technology for sophisticated 
in-air haptics is ultrasonic actuation [4, 12]. Such systems 
operate by focusing ultrasonic sound waves emitted from a 
grid of actuators on tightly targeted points in space. They are 
capable of accurately positioning cues over relatively large 
spatial regions and with a range of frequencies and 
amplitudes [4]. While these actuators are currently 
physically large, we note future devices may shrink 
considerably if the addressable spatial region is reduced; 

accordingly, researchers have begun to explore their use in 
wearable scenarios [18, 34]. Prior work on these devices has 
characterized perceptual performance on the hand, 
suggesting cues can be localized with an error of 8.5mm, that 
directional movement can be readily recognized [40] and that 
two points are distinguished between 31% (same frequency) 
and 86% (different frequencies) of the time when they are 
separated by 30mm [4]. Reflecting the promising potential 
of this technique, researchers have used it to enhance a wide 
range of mid-air interactions in applications such as 
holography [11], non-contact tactile display [13, 14, 31], 
musical instruments [16], communicating emotions [27] and 
for increasing agency in input [26].  

This paper targets the discrepancy between the current 
interest in head based haptic stimulation as a feedback 
channel and the relative simplicity of the actuators used to 
display cues. We identify a research opportunity to 
characterize human recognition performance with state-of-
the-art ultrasonic in-air haptic cues delivered to the head; we 
know of no prior studies exploring this context and actuator 
technology. Furthermore, we argue ultrasonic technology is 
a particularly good fit for delivering cues to regions of the 
face around the eyes – areas suitable for an HMD mounted 
actuator. This paper seeks to address the lack of knowledge 
on this topic with initial lab studies of ultrasonic haptic cues 
delivered to the face. The outcomes of these studies 
characterize basic perceptual and recognition performance 
and can serve to inform the future design of haptic cues, 
effective interaction techniques and miniaturized wearable 
ultrasonic actuators intended for integration into HMDs.  

TACTILE PERCEPTION ON THE FACE 
The face provides a unique context for displaying tactile 
sensations. This is partly because of its complex and diverse 
geometry and abundance of bodily landmarks [6] in the form 
of facial features. Landmarks, in this sense, represent areas 
of the skin that are readily identifiable due to their proximity 
to a site of high saliency: the tip of the nose, for example, can 
likely be identified more easily and accurately than a 
similarly sized site situated on the cheek. Another factor that 
makes the face unique is that it is populated by a reduced set 
of touch sensing mechanoreceptors. Four standard types of 
receptor are present: Ruffini corpuscles, Meissner 
corpuscles, Merkel cell disks, and hair receptors [37]. The 
face lacks Pacinian corpuscles, the receptors responsible for 
detecting the relatively high frequency vibrations (~250Hz) 
commonly used in research on tactile feedback. Such cues 
are, in practice, undetectable on the face. Accordingly, this 
work targeted Meissner corpuscles which respond to 
stroking and fluttering sensations (touch and vibration). They 
are most sensitive to vibrations between 10 and 50 Hz. 
Meissner corpuscles are also rapidly adapting receptors [37], 
meaning that they respond strongly on stimulus onset, but 
this response decays rapidly over time, ultimately providing 
little information as to the duration of a static prolonged 
stimulus. 



Beyond this basic physiology, psychophysical literature has 
also characterized tactual responses on the face. Prior studies 
have reported spatial resolution in the form of two-point 
discrimination thresholds derived from point stimuli. Due to 
variations in cell types and distributions, responses differ: the 
cheek is 9.0mm to 13.1mm; the lateral forehead 13.4mm to 
15.0mm and; the medial forehead is 12.7mm to 13.0mm [37]. 
However, reports also vary. In recent work exploring air 
based haptics, esthesiometer derived two-point thresholds 
were reported to be lower: 5.8mm, 8mm and 12mm for the 
cheek, medial forehead and anterior forehead [35]. It is worth 
noting that these figures all substantially exceed thresholds 
on the finger (2-4mm) but match reported values for the palm 
(8-12mm). As such, cues delivered to the face will likely not 
be detected as accurately as those to the finger, but may attain 
performance similar to other hand regions. We note that 
while this literature provides a useful guide to the perceptual 
experience of touch on the face, it generally relies on 
traditional stimulation techniques, such as pinpricks, and 
may not directly apply to other forms of stimuli, such as the 
in-air haptics cues studied in this paper. As such, we argue 
there is value in determining perceptual performance with 
ultrasonic in-air haptic cues in order to complement existing 
knowledge about the tactile sensitivity of the face.  

SYSTEM 
We delivered in-air tactile cues to the face using ultra-sound 
[4, 12]. Specifically, we used the UltraHaptics evaluation kit 
(www.ultrahaptics.com/products/evaluation-kit/), a system 
that features a 16×16 array of ultrasonic transducers that can 
render cues across a 60° field of view and at distances of up 
to 800mm from the top surface of the transducer. Focal 
points are reported to be 8.6mm in diameter, as measured by 
a high-performance microphone [4]. We note that cue 
diameter, as perceived by a user, is likely to be lower as the 
intensity of stimulation is not uniform – it drops towards the 
periphery of the region and will also vary according to the 
physiology of, and mechanoreceptors present in, the target 
skin region. To deliver cues to the face, we selected a 
modulation frequency of 40Hz to maximize the response of 
Meissner corpuscles and a magnitude (in the UltraHaptics 
API) of 2.0. Subjective testing during development with pilot 
participants indicated there was a relatively narrow band of 
viable frequency/amplitude choices and that these settings 
led to optimal cue perception. They were fixed for all 
empirical work in this paper. The sensation they evoke on the 
skin is best described as light pressure or fluttering.  

Ultrasonic haptics requires accurate 3D body tracking to 
deliver cues to the skin: each is delivered to a highly specific 
location in space. Even relatively small tracking errors can 
diminish or alter perception of the cues. This is a particularly 
important issue when considering delivery of cues to the face 
due to its complex and various geometry: it features non-
trivial curvature that differs substantially from individual to 
individual. To ensure accurate cue delivery, we used an Intel 
RealSense SR300 depth camera to capture the shape of 
participant’s faces in real time. This device has a 640 by 480 

resolution, a frame rate of 60 Hz and is capable of tracking 
depth at short ranges: the minimum distance is 200mm. This 
device is capable of generating an accurate model of a user’s 
face in a short period of time.  

The lab setup used in all work described in this paper 
combined these devices (see Figure 1, left). They were 
mounted on a robust support structure in a vertical 
arrangement with the haptic display directly above the 
tracker. The assembly was positioned 250mm in front of a 
participant’s face, an appropriate range for both tracking and 
actuation. To increase the reliability of the tracking, we also 
stabilized participant’s faces by ensuring they were always 
comfortably seated with their heads on a chin-rest. The chair 
and chin rest were adjusted for each participant to align his 
or her nose with the bottom of haptic display and the top of 
the tracker. This provided optimal fields of view for both 
devices. To alleviate the impact of audio cues while using the 
system, participants always wore in-ear headphones (to 
deliver instructions) underneath a 3M audio isolation headset. 
While we know of no evidence suggesting ultrasonic haptic 
cues are harmful, participants also wore small protective 
plastic glasses during all studies to physically isolate their 
eyes from the haptic stimuli.  

STUDY 1: LOCALIZATION & DURATION 
We conducted an initial study of perception of ultrasonic 
haptic cues on the face. It involved three variables: three face 
sites, a set of five horizontally aligned equidistant locations 
at each site and cue lengths of three different durations. 
These variables encompass basic properties relating to 
determining appropriate face sites to target, the spatial 
resolution of the skin and the sensitivity to shorter or longer 
cues. We describe and justify our choices for these variables 
in more detail below.  

Sites: The three face sites were: the left cheek; the left side 
of the forehead, directly above the brow and; the center of 
the forehead, directly above the bridge of the nose. We 
subsequently refer to these as the cheek, brow and bridge. 
They are shown in Figure 2. The face sites were chosen 
following a process of informal experimentation and to 
reflect four key constraints. First, they are viable locations 
for feedback from our motivating scenario of a smart-glasses 
system: they are regions adjacent to the eyes and thus, the 
rims and bridge of a pair of glasses. Secondly, they are at 90° 
to the ears, making it effectively impossible for the ultrasonic 
cues to directly address the ears, a potential hazard [21]. 
Thirdly, they are experimentally expedient: faces are most 
readily tracked when observed frontally and all three regions 
can be addressed with minimal movements of the head with 
respect to the haptic actuator in our study setup. Fourth, they 
are (relatively) flat, further simplifying the process of 
applying haptic cues. While additional sites, such as the 
temple or nose, may be worthy of study, we argue that study 
of these three sites will yield a representative picture of 
performance appropriate for an initial study.  



Locations: For each body site, we delivered cues to five 
locations arranged in a 14mm horizontal line; they were 
spaced at 3.5mm. These choices differ from prior studies of 
ultrasonic cues to the hand: Wilson et al. [40], for example, 
look at a 2D grid of points spaced at 10mm. Our choices do 
not reflect a belief that tactile localization performance will 
be higher on the face than the hand. Rather, they sought to fit 
within our selected body sites (e.g., the bridge is relatively 
small) and to span relatively flat face surfaces. The small 
inter-cue distances and avoidance of vertical target variations 
simplified the process of meeting these constraints.  

Durations: We investigated the impact of cue duration on 
perception. We selected levels of 500ms, 1000ms, and 
1500ms. These values were chosen based on previous work 
on ultrasonic haptics to the hand that used 100ms and 
1000ms cue durations [40]. Using a range of values for this 
basic display parameter is particularly important due to the 
fact that cues in this work target the less frequently studied 
Meissner corpuscles. Durations that are effective may differ 
from those that are viable in systems for other skin sites.  

Methods 
Twelve participants (mean age 24, six female) were recruited 
via online advertisements on university/research institute 
forums and groups. They were compensated for their 
participation with ~10 USD. They were screened to exclude 
individuals with neuropathy or specific injuries to the face 
with a questionnaire. Such conditions are rate; no 
prospective participants were excluded.  

Participants completed the study in a quite office. In addition 
to the haptic display, depth camera and chin rest, a laptop 
computer was placed directly in front of the participants, in 
easy sight and reach. All data entry was using this device. 
The study began with a training session to familiarize 
participants with the experimental equipment and ultrasonic 
cues. It involved resting in the chin support and exposure to 

the full range of cues used in the experiment. They also 
completed up to five randomly selected trials for each face 
site to gain familiarity with the study procedure and 
interface, until they were satisfied they understood the 
process. No data was logged during this period. Including 
setup and explanations of the study procedures, this session 
typically took 30 minutes. The main study then started. 
Participants completed trials from each site in a separate 
block. The order of these blocks was balanced among 
participants, with two completing each of the six possible 
orders. Within each site block, participants completed two 
repetitions of each combination of five locations and three 
durations. Cues within each block were randomly ordered. 
In total, 1080 trials were recorded: 12 participants by 3 sites 
by 5 locations by 3 durations by 2 repetitions. The main part 
of the study took approximately one hour to complete.  

At the start of each site block participants were asked to 
adopt a posture best suited to accurate face tracking. This was 
parallel to the actuator for the bridge condition and yaw 
rotated by 10° rightwards for check and brow. Each trial then 
followed a similar process. First participants clicked the 
laptop mouse to begin and a calibration process was 
performed to capture the exact face geometry and position in 
order to support precise cue delivery. This process involved 
capturing 50 samples and filtering the depth data with a low 
pass filter in order to remove noise. If the filtered depth data 
showed high variability (for example if the participant 
moved), calibration was restarted. The calibration process 
typically took three to five seconds. From calibration 
onwards, participants were required to stay still. One second 
after calibration was complete, participants received an audio 
cue (a beep on the headphones), there was a one second 
pause and the ultrasonic haptic stimuli was presented. After 
it was complete, participants were allowed to move and, in 
fact, were asked to mark the location they felt the cue (if any) 
on their face with the index finger of their non-dominant 
hand. This was intended to help separate performance in the 
perceptual task of detecting the cue on the skin from that of 
the memory task of recalling where they cue was while 
noting down this data.  

Figure 1. Left shows experimental setup including the 
UltraHaptics display and SR300 (depth camera) located 

250mm in front of participants’ faces. It also shows the laptop 
used enter data and answer questions. Right shows the 

experimental answer sheet for study 1. If participants answer 
‘O’ to the first question, the second question and captured 
face figure appear.  Cursor keys are used to move the red 

crosshair to the perceived stimulus location. 

Figure 2. Five points in the localization study for each 
face site. Cheek is red; bridge is blue; brow is green. 

.....
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Participants then logged responses by answering a series of 
questions on the laptop. They first recorded a yes/no answer 
as to whether they felt a cue. If they answered negatively, 
this was recorded and the trial terminated, but participants 
were required to repeat it again later. If they answered 
affirmatively, a second question inquired about the duration, 
with three options: short (0.5 seconds), medium (1 second) 
and long (1.5 seconds). Finally, a screen capture of their face 
from the start of the trial was presented with a red cursor 
marking a neutral central location. They used the arrow keys 
on the keyboard to move this point to the perceived stimulus 
location. They were allowed to examine a mirror to help with 
this process. This point was then translated into real world 
coordinates using measurements from the depth camera. The 
response system for this study is shown in Figure 1 (right).  

Results 
Stimuli detection and duration recognition rates are shown in 
Tables 1 and 2. Detection rates were highest on the bridge 
with 1500ms duration (100%) and lowest on the brow with 
1000ms cues (93.3%). Accuracy of duration classifications 
ranged from 83% (500ms) to 76% (1000ms), which the 
confusion matrix shows is almost entirely due to overlap 
between adjacent stimuli levels (i.e. between 500ms and 
1000ms and between 1000ms and 1500ms). Localization 
accuracy data is shown in the heat maps in Figure 3. While 
these visualize the data in 2D, we numerically calculated 
accuracy for statistical assessment using the horizontal 
dimension only, as cues did not vary vertically. We 
calculated the absolute horizontal distance between the 
intended focal point and perceived point for each trial. The 
mean localization error was 4.82mm (SD = 2.98mm) for the 
cheek, 3.77mm (SD = 2.29mm) for the bridge and 9.04mm 
(SD = 5.43mm) for the brow. 

Data from this study were analyzed with three-way repeated 
measures ANOVAs on site, location and duration for the 
measures of detection rate, accuracy of duration perception 
and mean absolute error. Greenhouse-Geisser sphericity 
corrections were applied if required and pairwise 
comparisons were conducted with post-hoc Bonferroni 

adjusted t-tests. In the interests of brevity only significant 
results (at p<0.05) are reported. Neither detection rate nor 
duration accuracy showed significant differences with any 
variable. Data from mean accuracy showed significant 
differences only for site (F (2, 22) = 17.22, p < 0.001, ηp

2 = 
0.61), that post-hoc testing revealed was due to the brow 
yielding lower accuracy than both other locations (p<0.005). 
This indicates that cues were perceived generally uniformly 
across all the stimuli applied in the study with the exception 
of low localization accuracy, clearly visible in Figure 3’s 
heat maps, on the brow.  

Discussion 
Recognition performance across the range of parameters 
studied in this experiment was good (97%) and generally flat 
– few significant differences emerged. It is worth discussing 
some differences with respect to prior work. The mean 
detection rate we report is 97%, lower than Wilson et al.’s 
[40] 99%. This is no doubt in part attributable to greater 
tactile acuity on the hand, but we also note the role of 
individual differences in the response patterns of 
participants. Specifically, two participants in the current 
study reported a low cue detection rate (mean: 88%), while 
the remaining set reported 99%. Examining the performance 
of this pair in assessing other stimuli parameters (above the 
mean), we suggest these individuals may have ignored 
experimental instructions and opted to not respond to trials 
when they felt uncertain about all details. This behavior, 
while an inherent aspect of this kind of study, may have acted 
as a confound: pushed down detection rate while pushing up 
recognition rate for the other stimuli parameters. One of this 
pair also showed evidence of a strong practice effect, 
correctly detecting every cue in his or her final condition in 
the study. This suggests that additional experience or training 
may level out such variations and improve performance.  

The study highlights interesting aspects of haptic cue design 
for the face. Specifically, we note that the reduced resolution 
of the brow may be due to a lack of meaningful bodily or 
facial landmarks [6] that can provide reference points to 
mark the location of a perceived cue. In contrast, the bridge 

Figure 3. Heat map images illustrating distribution of 
perceived points. The size of each cell is 3cm x 3cm and white 
lines represent the target stimuli locations. The top row shows 
cheek data, the center bridge data and the bottom brow data.  

Duration
500ms	

(Response)
1000ms	

(Response)
1500ms	

(Response)

500ms	(actual) 83.4% 15.4% 1.1%

1000ms	(actual) 10.2% 76.0% 13.7%

1500ms	(actual) 0.3% 21.7% 78.0%

Face	site 500ms 1000ms 1500ms

Cheek 95.4% 97.8% 99.4%

Middle 95.8% 98.9% 100.0%

Forehead 94.1% 93.3% 96.9%

Table 1. Cue detection rate in study 1. 

 
Duration

500ms	
(Response)

1000ms	
(Response)

1500ms	
(Response)

500ms	(actual) 83.4% 15.4% 1.1%

1000ms	(actual) 10.2% 76.0% 13.7%

1500ms	(actual) 0.3% 21.7% 78.0%

Face	site 500ms 1000ms 1500ms

Cheek 95.4% 97.8% 99.4%

Middle 95.8% 98.9% 100.0%

Forehead 94.1% 93.3% 96.9%

Table 2. Confusion matrix for duration perception rate 
in study 1. 

in study 1. 



spans the area between the eyes and one end of the range 
used on the cheek is proximate to the nose. These landmarks 
may be instrumental in the better localization performance in 
these conditions. Figure 4 explores this idea: the heat map 
shows data from the extremities of the stimuli ranges for each 
face site. Two distinct points are most clearly observed in the 
bridge condition, where the stimuli range connects two clear 
bodily landmarks. We also note that while we found no 
significant difference in duration perception rates, the 
confusion matrix clearly suggests that cue durations of 
500ms and 1500ms are readily distinguishable; pairs 
separated by only 500ms are less distinct. These observations 
form practical guidance that can be used to design effective 
ultrasonic haptic cues for delivery to the face.  

STUDY 2: DYNAMIC CUES 
We conducted a follow up study to broaden the scope of the 
cues in this work from the static presentations in the first 
study to dynamic presentations of content that stimulates 
multiple skin locations. This idea relates to Tactile Apparent 
Motion (TAM), or the creation of what appears to be a 
smoothly moving tactile stimuli through sequential 
stimulation of fixed, discrete skin sites. TAM has been 
demonstrated with both vibrotactile and electro-cutaneous 
stimuli [19, 36] and has been shown to be affected by a range 
of parameters including stimulus duration, inter-stimulus 
distance, inter-stimulus onset interval (ISOI) and skin site 
[19]. However, as previous work has acknowledged [40], 
there are challenges to achieving TAM using ultrasonic 
actuators. Specifically, rendering multiple simultaneous cues 
(as in ISOI) is difficult – presenting two cues reduces their 
magnitude, potentially confounding these variations. We 
also conducted informal tests with short cue durations, such 
as the 100-300ms typical in TAM studies, that suggested 
they were infective on the face.  

Accordingly, we opted to study a very limited subset of cues 
variations in TAM. Specifically, we fixed duration to 
1000ms, the mid-point of the range successfully tested in 
study 1, and varied inter-stimulus distance. Although we 
were unable to vary ISOI, we did vary the simple interval, or 
temporal spacing between the cues. While not a traditional 
part of TAM, subjective testing indicated different intervals 
created distinct perceptual experiences that might impact 
recognition performance. We also opted to vary face sites 
and the horizontal direction of cue motion.  

Ultimately, the study examined four variables: three facial 
sites (cheek, brow and bridge, as in study 1); the horizontal 
direction of movement (left/right); the horizontal inter cue 
distance between successive stimuli (2mm, 4mm, 6mm) and; 
the inter-cue interval between the consecutive cue 
presentations (100ms, 300ms). While this setup leaves many 
aspects of TAM unexamined, we believe it represents a 
practical set of parameters that is well suited to this article’s 
actuator setup and core focus on haptic information delivery 
to the face. 

Methods 
Twelve new participants (mean age 23, six female) were 
recruited for this study using identical recruitment methods 
and screening procedures to study 1. They were exposed to a 
similar training session. They were compensated with 
approximately 10 USD and the entire study took 
approximately 90 minutes to complete.  

As with study 1, participants completed all trials from each 
site in a separate block, and the order of these blocks was 
fully balanced among participants. Once again, trials in each 
block were randomly ordered. Each involved four repetitions 
of each level of all other variables. This led to a total of 1728 
trials: 12 participants x 3 sites x 3 distances x 2 directions x 
2 intervals x 4 repetitions. Trials followed the same trial 
initialization and calibration process used in study 1. Each 
trial involved a pair of stimuli, each of which was displayed 
for one second. The first stimuli in each trial was to the 
middle point of the range used for each site in study 1. This 
was followed by a short interval (100ms/300ms) before 
delivery of a second cue at a specific distance (2, 4, 6mm) in 
a specific direction (left/right). After stimuli were presented, 
participants answered three questions on the laptop: 1) 
whether they perceived a sensation; 2) if the second stimulus 
moved to left or right and; 3) if the second stimulus was 
perceived as near to or far from the first one. 

Results 
In this study, detection rates (not charted) were uniformly 
high (97.5%) across all stimuli parameters. Direction 
perception and distance perception results are shown in 
Figures 5 and 6 for all four study variables: site, direction, 
distance and interval. Distance perception scores were 
calculated by assigning a score of 50% to a stimulus marked 
as near and 100% to one marked as far.   

All study data was analyzed using similar statistical 
techniques and procedures to the first study. In terms of 
direction perception, there were significant main effects of 
site (F (2, 22) = 8.45, p = 0.002, ηp

2 = 0.44) and distance (F 
(2, 22) = 21.71, p < 0.001, ηp

2 = 0.66). Post-hoc testing 
indicated that the cheek exhibited inferior direction 
perception to the bridge (p=0.08, 62% vs 79%) and that the 
large 6mm distances led to greater accuracy than both shorter 

Figure 4. Heat maps illustrating data from the extremities of 
the range used in study 1 (14mm separation). White lines 

show the two stimuli locations. Left figure shows cheek data, 
center shows bridge data and right shows brow data. 



options (both p<=0.001, 79% vs 70% and 64%). For distance 
perception, main effects of distance (F (2, 22) = 19.63, p < 
0.001, ηp

2 = 0.64) and time interval (F (1, 1) = 41.59, p < 
0.001, ηp

2 = 0.79) were strong and there was also a 
comparatively weak interaction between interval and 
direction (F (1, 11) = 5.35, p = 0.04, ηp

2 = 0.33). Post-hoc 
testing on the distance variable indicated that the 6mm 
distance led to a greater proportion of “far” ratings 
(p<=0.002, 76% compared to 66% and 70%). The result for 
the interval variable indicates that the longer 300ms pause 
also led to a greater proportion of “far” ratings (74% vs 
68%), while the interaction suggests the strength of this 
effect may be modulated by cue direction: it is more 
pronounced in cues moving to the left.  

Discussion 
This study reinforced the viability of the bridge as an 
appropriate site for the delivery of ultrasonic haptic stimuli: 
it performed better than the cheek in terms of direction 
perception. Possible explanations for the reduced 
performance in the cheek could be that, in comparison to the 
other two sites, it may exhibit more curvature, potentially 
hampering cue delivery. Furthermore, the mapping of left 
and right movements to a part of the body that is clearly on 
the left may be confusing. There is some data to support this 
idea. Although the interaction was not significant, rightward 
movements on the cheek were detected at rates close to 
chance (54%), while leftward ones considerably beat 
guessing (70%). Further studies could cast light on this issue. 
The results also indicate that movement perception increased 
substantially with the larger distances studied. Indeed, 
distances greater than the 6mm maximum used in this study 
would be preferable in a realistic system as they could be 
expected to further boost performance. Longer 300ms time 
intervals also modestly boosted perception of movement. A 
possible explanation for this is that the longer temporal break 
between the cues led to more distinct sensations, which were 
more salient to the rapidly adapting Meissner corpuscles we 
targeted [37]. 

STUDY 3: NOTIFICATIONS 
Building on the results of the first two studies, we conducted 
a study to investigate how people can recognize notifications 
shown via ultrasonic haptics cues.  The aim of this study is 
to extend the more abstract work in the first two studies to an 
application focused scenario where participants are required 
to associate cues with domain specific meanings. This 
approach follows the substantial literature on tacton design 
[2, 3] and reflects the idea that purely perceptual 
performance is an inadequate stand-in for performance in a 
real-world scenario. Users of face-based ultrasonic haptic 
notifications will need to not only reliably perceive displayed 
cues, but also rapidly and reliably map them to application 
level concepts such as directions, or specific warnings or 
other meanings. This lab study sought to assess performance 
in this more applied task.  

When designing this study, we opted to explore only two face 
sites, cheek and bridge, due to better performance in 
measures such as absolute position error and stimuli 
detection rate in study 1. We were also interested in further 
studying direction perception on the cheek (revealed in the 
second study to be poor) to better understand this aspect of 
performance. We designed a set of eight notifications to 
deliver to these two sites, encoded by three binary 
parameters. To provide context to the task, we selected 
driving and navigational notifications. Cues to signify these 
messages were based on the outcomes of the first two studies. 
They were: 

Type: Notifications could relate to either a navigational turn 
instruction or a parking proximity warning. Turn instructions 
were shown by moving cues; warning instructions were 
shown by stationary cues. Both types of cue were 
represented by four sequential ultrasonic stimuli. For 
stationary warnings, each cue was targeted at the same 
location. For moving directions, each cue was separated by 
4mm in the same horizontal direction for a total of 12mm of 
linear movement. While recognition of movement for the 
4mm distance was somewhat challenging (cheek: 62%, 
bridge: 79%), we opted for this configuration to explore if 

Figure 5. Direction perception rate for the distance, inter-
cue intervals, and direction on the cheek, bridge and brow 

in study 2. Bars show standard error. 
Figure 6. Distance perception for the distance, inter-cue 
intervals, and direction on the cheek, bridge and brow 

in study 2. Bars show standard error. 



repeat aggregate presentations improved performance. 
Intervals between cue presentations was set to 300ms.  

Direction: Notifications could relate to content to the left or 
the right (e.g. a left turn or a right proximity warning). 
Directions were simply presented as either the left or right 
extremities of the 14mm range used during the first two 
studies. These values exceed three standard deviations from 
the absolute error for the cheek (4.83 + 3*2.98 = 13.77mm), 
suggesting they will result in accurate performance. For 
stationary cues, this design was simple. For dynamic cues, it 
involves an inherent conflict between the location of the start 
point (left/right) and the direction of the subsequent 
movement (right/left). Based on subjective experimentation, 
we opted to encode direction via movement: a left message 
was signified by a cue that began on the right and moved to 
the left. A right cue used the opposite arrangement.   

Urgency: Notifications came in two levels of importance: 
near (high urgency, e.g., an immediate turn) and far (low 
urgency, e.g., a distant object). Cue duration was used to 
represent this parameter. We selected the more rapid 500ms 
for the high urgency near messages and the more prolonged 
1500ms for the low urgency far notifications. Study 1 
suggests participants will be able to readily distinguish 
between these durations and we selected these values to 
explore whether they impact other aspects of performance, 
such as movement perception.  

Methods 
Twelve new participants (mean age 22.5, five female) 
completed this study. Recruitment, screening, compensation 
and setup procedures were identical to the first two studies. 

Before starting the main experiment, participants completed 
a 20-minute training session. It started with an experimenter 
explaining the notification scenario and how the different 
notifications mapped to the stimuli dimensions. To check if 
this information was correctly comprehended, participants 
were then asked to explain the meaning of four randomly 
selected notifications; all participants were able to do this. 
This session then exposed participants to all stimuli used in 
the study, and their meanings, on both face sites. A total 16 
trials were conducted in the practice session (representing all 
cues in the study). If requested by participants, specific cues 
were presented twice during training. Immediately after the 
training was completed, participants began the main study. 
Once again face site was treated as an independent variable 
and presented in a fully balanced repeated measures design. 
For each site, participants completed 48 randomly ordered 
trials in which each notification was presented six times. The 
entire study took approximately 90 minutes per participant 
and logged a total of 1152 trials: 12 participants by 2 sites by 
8 notifications by 6 repetitions.  

Each trial followed a similar process to previous studies: 
participants clicked to start, stayed stationary during 
calibration and heard a beep to mark the start of a trial. In 
line with prior notification studies [3], cues were repeated. 
Specifically, each was presented twice in succession and 
delimited by a one second pause and another beep. After both 
exposures, participants answered a series of questions on the 
laptop: if they felt a cue; what type of information 
(warning/instruction) it represented; its direction (left/right) 
and; its importance (near/far).  

Results and Discussion 
Participants reported detecting a mean of 93.7% of the 
presented cues. The confusion matrices in Table 3 show the 
cue recognition data. It spans a range of performance: a grand 
mean of 85.9% and peak of 98.6% for a low urgency right 
warning message delivered to the bridge site – a 1500ms 
stationary cue on the right of the bridge. In contrast, the 
lowest performance, 52.8%, was observed for an urgent right 
turn message on the cheek – a 500ms cue that moves from 
left to right. On average, notifications were recognized 
correctly on the bridge 92.4% of the time and on the cheek 
79.3%. Stationary cues (warnings) achieved a recognition 
rate of 91.5% and moving cues (directions) made 83.7%. 
Left cues were recognized correctly 92.5% of the time and 
right cues 85.2%. Finally, short cues (near, high urgency) 
were recognized with 98.4% accuracy and long cues (far, 
low urgency) achieved 99.1%.  

We analyzed these results in terms of final cue recognition 
accuracy in line with the approaches and methods employed 
in the first two studies. A four-way repeated measures 
ANOVA revealed three interactions and four main effects, 

Comparison	 Outcome	

Site	 F	(1,	11)	=23.41,	p	=	0.001,	ηp
2	=	0.68	

Type	 F	(1,	11)	=4.85,	p	=	0.05,	η	p
2	=	0.31	

Direction	 F	(1,	11)	=5.82,	p	=	0.034,	η	p
2	=	0.37		

Urgency	 F	(1,	11)	=7.47,	p	=	0.019,	η	p
2	=	0.4		

Site	x	Direction	 F	(1,	11)	=5.01,	p	=	0.045,	η	p
2	=	0.32		

Type	x	Direction	 F	(1,	11)	=17.1,	p	=	0.002,	η	p
2	=	0.61	

Site	x	Type	x	Direction	 F	(1,	11)	=8.44,	p	<	0.014,	η	p
2	=	0.43		

 

 

 

Table 3. Confusion matrix for notification recognition 
performance on the cheek and bridge in study 3. 

Table 4. Results from a four-way repeated measures 
ANOVA on the recognition rate of notifications in study 

3 showing three interactions and four main effects. 

500ms 1500ms 500ms 1500ms 500ms 1500ms 500ms 1500ms
500ms 90.3% 0.0% 0.0% 0.0% 1.4% 0.0% 8.3% 0.0%
1500ms 0.0% 84.7% 0.0% 0.0% 0.0% 1.4% 0.0% 13.9%
500ms 4.2% 0.0% 52.8% 1.4% 31.9% 0.0% 8.3% 1.4%
1500ms 0.0% 2.8% 0.0% 68.1% 1.4% 23.6% 0.0% 4.2%
500ms 8.3% 1.4% 5.6% 0.0% 81.9% 2.8% 0.0% 0.0%
1500ms 0.0% 4.2% 0.0% 6.9% 1.4% 86.1% 0.0% 1.4%
500ms 8.3% 0.0% 1.4% 0.0% 1.4% 0.0% 88.9% 0.0%
1500ms 0.0% 12.5% 0.0% 1.4% 0.0% 1.4% 2.8% 81.9%

500ms 1500ms 500ms 1500ms 500ms 1500ms 500ms 1500ms
500ms 93.1% 0.0% 0.0% 0.0% 1.4% 0.0% 5.6% 0.0%
1500ms 0.0% 94.4% 0.0% 0.0% 0.0% 0.0% 0.0% 5.6%
500ms 0.0% 0.0% 80.6% 0.0% 18.1% 1.4% 0.0% 0.0%
1500ms 0.0% 0.0% 0.0% 97.2% 0.0% 2.8% 0.0% 0.0%
500ms 0.0% 0.0% 4.2% 0.0% 94.4% 0.0% 1.4% 0.0%
1500ms 0.0% 1.4% 1.4% 4.2% 0.0% 91.7% 0.0% 1.4%
500ms 6.9% 0.0% 0.0% 0.0% 0.0% 0.0% 88.9% 4.2%
1500ms 0.0% 0.0% 0.0% 0.0% 0.0% 1.4% 0.0% 98.6%
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Left Right Left Right
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Left

Right
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Left

Right
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Turning	(Respose) Warning	(Response)

Left Right Left Right
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Left

Right

Warning	
(Actual)

Left

Right



all shown in Table 4. This analysis indicates that the main 
effects summarized in the previous paragraph all relate to 
significant variations in performance: long (1500ms) moving 
cues on the bridge site are most readily recognized. We also 
note that the interaction effects all involve the direction 
variable. These can be interpreted as the superiority of left 
over right only impacting the cheek site and only for moving 
cues. This suggests that movement cues on the cheek need 
be aligned with its specific egocentric location: the left cheek 
is suitable for left moving sensations, but right moving 
sensations, especially in this study’s scenario of indicating a 
real-world direction, make little sense to users. The right 
cheek, we speculate, would exhibit opposite behavior. We 
believe this issue was not present on the bridge due to its 
location at the front center of the face – from an egocentric 
perspective, both left and right directions are equally valid. 
Future work needs further explore this issue.  

These results reinforce the viability of the bridge as a 
delivery site for ultrasonic haptic cues – the site variable 
showed the strongest effect in the study. Performance 
considerably exceeded that of the cheek and we also note its 
front central location avoided confusion when mapping 
movement based direction cues. We provide additional 
perspectives on this data in the following section that 
integrates outcomes from all three studies described in this 
article.  

GENERAL DISCUSSION 
It is important to contextualize the whisker cues studied in 
this work within the wider literature; multidimensional 
tactile notifications have been extensively studied. Brown 
and Brewster [3], for example, explored the design space of 
vibrotactile tactons via parameters including rhythm, 
roughness, frequency, intensity and spatial location, 
reporting recognition performance of 47.8% over their whole 
set of 27 cues, 80.1% for a subset of 18 and 96.7% for just 
the rhythm parameter. The results of this study suggest that 
whiskers match up reasonably well to this performance: in 
the final study, the eight tactons on the bridge were 
recognized with 92.4% accuracy. This suggests that 
ultrasonic haptic feedback to the face is an effective modality 
for haptic information display, providing performance in 
recognition tasks is broadly comparable to that achieved with 
conventional vibrotactile cues.  

It is also worth contrasting the work in this paper with prior 
studies of ultrasonic cues, such as Wilson et al.’s [40] 
characterization of cue perception on the hand or Carter et 
al.’s [4] study of properties such as the two-point threshold. 
Compared to this literature, the current study differs 
substantially: both in the body site and in the type of 
mechanoreceptors it targets. Perhaps unsurprisingly, basic 
performance also differs. Wilson et al. [40] report detection 
rates of 98.9%, superior to the 93.7% reported in the final 
study in this paper. This indicates the cues we presented were 
closer to perceptual thresholds than Wilson’s. While the 
hand’s higher tactile acuity is a likely explanation for this 

difference, we also attribute this, in part, to issues with the 
calibration process required prior to each trial in our studies. 
The cues we delivered were highly sensitive to variations in 
the distance to the face and even small movements of 
participants during a trial could disrupt perception. 
Improving the face tracking system would likely boost 
performance.  

We note that other aspects of performance may be superior 
on the face than the hand. Carter’s two-point threshold data 
suggest 2cm separation for discrimination of two points with 
50% accuracy while Wilson reports a 2D localization error 
of 8.5mm and recommends separating points by between 1.5 
and 2cm (mean plus 1SD, a calculation that implies some 
overlap between locations). These figures are broadly 
coherent with each other. In our first study, we report 1D 
localization accuracy for whiskers to be as low as 3.77mm 
(on the bridge) and the notification study shows high 
recognition rates (up to 94.8%) for a pair of cues spaced 
14mm apart. This strong performance may be due to the 
lower frequency stimuli we applied and the lack of large-
receptive field Pacinian corpuscles in the face. We also 
suggest that the prevalence of bodily landmarks on the face 
may also aid localization performance.  

Whiskers ultrasonic cues can also be contrasted to prior work 
that delivers in-air cues via technologies such as fans. The 
extensive study of this approach by Lee et al. [23], which 
also considers a wearable scenario and, in some experiments, 
sites on the face is most relevant. The focus of this work is 
also primarily on deriving optimal stimulus parameters in 
terms of properties such as cue intensity, duration and body 
site. While it convincingly illustrates that airflow-based 
haptic displays can yield good performance in recognition 
tasks (>80% in most cases), we note that information is 
generally conveyed by simply applying cues to separate body 
sites with different actuators – for example, four actuators 
targeting 90 degree offset locations around the wrist or neck 
each trigger a binary message. This results in systems that 
occupy large body sites and require multiple actuators. The 
ultrasonic approach in this paper differs in its use of a single 
high fidelity actuator capable of providing a range of cues to 
small body sites – we argue this may ultimately be a more 
practical approach.  

Finally, we also note whiskers maintain the key advantage 
advocated by prior designers of head based haptic systems: a 
natural mapping between actuated points and real world 
orientations make cues ideal for various spatial awareness 
[28] and directional [17] tasks. Ultrasonic actuators also 
offer the potential to stimulate multiple face sites and, within 
each site, our studies show movement perception 
performance was effective (up to 87% recognition) even over 
the relatively small distances of 6mm used in the second 
study. With the larger multi-cue movements in the 
notification study, movement perception performance rose to 
91.3% on the bridge. An interesting qualifier to these 
comments is the poor performance with rightward 



movements on the left cheek in the final study – stimuli 
designs need be coherent with egocentric bodily perspectives 
to be effective.  

LIMITATIONS 
This work suffers from a number of limitations, ranging from 
the fundamental, through the specific, to the practical. For 
the former, we note that our (typical) young adult sample 
(N=36, mean age 23 over all studies) may be poorly 
representative of general human tactile performance. The 
number of Meissner corpuscles in the skin decreases with 
age [39]; testing cues on older adults is an important next 
step for this work. Further limitations relate to the specific 
study setup. Although the depth camera accurately measures 
face shape, even small variations due to participant 
movements could disrupt cue delivery; a faster calibration 
free tracking system would likely yield improved 
performance. Ultrasonic haptic cue strength also varies with 
distance from the center of the actuator array; this may have 
contributed to lower performance in the cheek, the most 
distant site. In the future, more rapid and accurate 
mechanisms need to be used to target cues on the face and 
we also need ensure cue strengths are fully controlled.  

In terms of practical issues, this work is motivated by a 
wearable scenario, but relies on actuators that are both large 
and fixed; consequently, we required that participants’ heads 
were also held still. We note that prior work has shown that 
wearable ultrasonic haptic systems can be developed for the 
hands [34] and we highlight that creating fully wearable 
ultrasonic haptic actuator designs for the face is a clear next 
step for this work – we hope that the data in this paper, 
particularly about the viability of cues delivered to small face 
regions, can help guide future efforts to achieve this. 
Candidate designs include taking advantage of the fact that 
current HMDs (e.g., MS HoloLens and Samsung Gear VR) 
protrude from the face by 6-7cm and thus provide a viable 
platform for mounting actuators and distance sensors. We 
speculate that parabolic actuator arrangements on top of 
HMDs will enable systems capable of focusing perceivable 
cues on (or just above) the bridge site studied in this paper 
with relatively limited numbers of actuators (e.g., 1-3 rows 
of 8-16 actuators). We also note that some of the findings 
from this work may be applicable to non-wearable scenarios, 
such as driving or during computer workstation use [13], 
where the face is constrained in a fairly stable position – a 
large number of more powerful actuators could be embedded 
in the dash of a vehicle or the frame of a monitor and 
arranged (e.g., in parabolas) to address the face. Finally, we 
also note the current studies report lab data and a next step 
for this work would be to explore cue perception in more 
realistic real world settings involving distractions in terms of 
additional environmental cues (e.g., wind), cognitive activity 
(e.g., due to performance of actual navigational or driving 
tasks) and other forms of noise and interference common in 
mobile and wearable settings. Only by conducting such 
studies can we determine the true viability and usefulness of 
the ultrasonic haptic whiskers proposed in this paper.  

RECOMMENDATIONS AND DESIGNS 
This work examined the feasibility of whiskers: ultrasonic 
haptic stimuli on the face. In this section, we distill this work 
into practical recommendations for cue design.  

Spatial resolution: The error distance for localization varied 
across face sites: 4.82mm (SD = 2.98mm) for the cheek, 
3.77mm (SD = 2.29mm) for the bridge and 9.04mm (SD = 
5.43mm) for the brow. Based on a threshold of 2SDs, we 
suggest spacing cues by 11mm on the cheek, 9mm on the 
bridge, and 20mm on the brow. 

Duration: In study 1, the extreme durations were most 
accurately classified. We recommend separating stimuli 
durations into two levels separated by one second.  

Interval: Longer time intervals between successive cues 
enhanced the perception of changes in position. Cues should 
be separated by intervals of 300ms.  

Distance: Each face site led to different distance perception 
rates. The larger 6mm distances we studied conveyed 
changes in position as follows: 73% distance perception for 
the cheek, 77% for the brow, and 87% for the bridge. Smaller 
4mm distances may be viable on the bridge (79%), but larger 
distances (8-12mm) may be more suitable for other sites.  

Movement: While movements can be created by taking 
account of interval and distance recommendations, they must 
also match egocentric expectations. Central body sites (e.g., 
the bridge) can support left and right, while others (e.g., the 
cheek) may not. Effective designs may need to reflect 
egocentric bodily perspectives.  

Site: When selecting face sites to target, consider proximity 
to landmarks in order to boost performance. The bridge site 
studied in this paper performed optimally in part due to its 
position between the brows: two clear landmarks.  

CONCLUSION 
In summary, this paper proposed whiskers – high fidelity 
ultrasonic haptic cues to the face. It explores their feasibility 
across a wide range of cue parameters and in a practical 
notification task. The data demonstrates the fundamental 
viability of ultrasonic haptic cues on the face. This can both 
inform designers about how to best create such cues and also 
provide developers with practical targets for next generation 
wearable hardware that can produce them. In this way, this 
paper hopes to facilitate the integration of high fidelity 
ultrasonic non-contact haptic displays into next generation 
HMDs.  
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