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Impact of Visual-Haptic Spatial Discrepancy
on Targeting Performance

Chang-Gyu Lee, Ian Oakley, Eun-Soo Kim, and Jeha Ryu, Member, IEEE

Abstract—This paper presents a comprehensive study of the
impact of visual-haptic spatial discrepancies on human perfor-
mance in a targeting task conducted in a visual-haptic virtual
and augmented environment. Moreover, it explores whether the
impact of this effect varies with two additional variables: 1) hap-
tic wall stiffness and 2) visual cursor diameter. Finally, we discuss
the relative dominance of visual and haptic cues during a target-
ing task. The results indicate that while the spatial discrepancies
studied exerted a small effect on the time required to per-
form targeting, they impacted the absolute errors considerably.
Additionally, we report that haptic wall stiffness has a signifi-
cant effect on absolute errors while the visual cursor diameter
has a significant effect on movement time. Finally, we conclude
that while both visual and haptic cues are important during
targeting tasks, haptic cues played a more dominant role than
visual cues. The results of this paper can be used to predict how
human targeting performance will vary between systems, such as
those using haptically enabled virtual reality or augmented reality
technologies that feature visual-haptic spatial discrepancies.

Index Terms—Augmented reality (AR), force feedback, haptic
interfaces, performance evaluation, surgery, virtual reality (VR).

I. INTRODUCTION

HUMANS perceive rich, coherent multisensory feedback
comprised of sights, sounds, smells, tastes, and haptic

sensations while manipulating objects in real environments.
Many digital, virtual, or augmented environments seek to emu-
late this richness and incorporate multisensory feedback, most
typically combinations of visual, auditory, and haptic cues.
Indeed, the benefits of providing multimodal feedback are well
reported and substantial. For example, mixing visual, audio,
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and haptic information improves task performance in terms
of both efficiency (e.g., task completion time) and accuracy
(e.g., error rates) during a drag-and-drop task [1]. Similar
improvements in reaction time and mean accuracy were
observed during a mobile phone dialing task conducted on
a commercial touch screen device [2]. Additionally, improve-
ments to task completion time and selection distance error
were observed during target acquisition tasks [3]. In addition,
faster movement times were achieved during a reaching and
grasping task when auditory and/or graphic contact cues were
added to a haptic cue [4].

However, achieving such improvements requires a demand-
ing level of precision as even objectively small disturbances
in the coherence of multisensory feedback, such as temporal
delays between cues delivered to different sensory modalities,
can lower task performance. For example, Chaudhari et al. [5]
documented the effects of network-induced haptic delay on
the performance of a pursuit-tracking task in which partici-
pants had to move a virtual cube such that it followed the
path (and matched the velocity) of a reference cube. The
results revealed that haptic delays of as little as 14 ms dis-
rupted participants’ accuracy. Similarly, Jay and Hubbold [6]
investigated the effects of delaying haptic and/or visual feed-
back during a reciprocal tapping task. They found that visual
delays of 94 ms increased both intertap interval and num-
ber of targets missed, whereas, haptic delays of 187 ms
increased only the intertap interval. In a higher level and
more complex task, Thompson et al. [7] measured the com-
pletion time during simulated surgical procedures, such as
grasp-and-transfer and hemostasis, under conditions of vari-
ous visual and haptic delays. The results showed that nontrivial
time delays (e.g., 0.6 and 1.2 s) degraded the performance of
surgical tasks.

While these studies highlight the importance of temporal
synchronization of cues, in visual-haptic environments, cor-
rectly aligning the temporal delivery of information is insuf-
ficient in creating a coherent multisensory representation—
precise spatial alignment of cues is also required in order
to ensure realism and to foster a high level of immer-
sion. This is particularly important in application areas such
as medical training simulators [8]–[13]. These application
domains require precise spatial coherence between visual and
haptic feedback in order to provide valuable and effective
training experiences and to achieve realistic, compelling dis-
plays of virtual contents. However, this paper argues that
achieving this required level of spatial precision is a challeng-
ing task in many common application scenarios. Note that,
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Fig. 1. Rationale of spatial discrepancy. Spatial discrepancy in haptic (a) VR
system and (b) AR system.

in closely related work, Widmer and Hu [14] investigated the
effects of the alignment between a haptic device and visual dis-
play on the perception of object stiffness with three different
alignments (same-location, vertical alignment, and horizontal
alignment) These alignments, however, have zero spatial dis-
crepancy (in other words, visual and haptic cues are spatially
coherent). On the other hand, this paper investigates the impact
of nonzero spatial discrepancies on targeting performance with
consistent horizontal alignment.

In fact, errors in spatial alignment between visual and hap-
tic cues exist in many practical haptic virtual reality (VR) or
augmented reality (AR) systems. For example, haptic VR sys-
tems such as medical training simulators [9]–[12] are usually
composed of different model levels: a fine visual model for
a realistic graphical display and a coarse collision model for
high-speed collision detection [9]–[11]. In this multiresolution
case, with direct haptic rendering, visual-haptic spatial dis-
crepancy occurs because the haptic collision occurs between
the coarse collision model and a visual cursor representing the
physical haptic device end-effector whereas the visual collision
takes place between the fine visual model and the visual cur-
sor [see Fig. 1(a)] [9], [10]. A fine visual model and a coarse
collision model can also be used with a visual cursor (e.g.,
a complex surgical tool) instead of a simple visual cursor [11].

Visual-haptic spatial discrepancies may also occur even
when visual and collision models share the same level of
detail. This is because collision detection processes are fre-
quently approximated (e.g., collision between two bounding
spheres). In these cases, users will expect collisions when
the visual model and the visual cursor come into contact but
differences between the representations maintained for each
modality may result in inconsistency between the feedback
presented visually and that presented haptically. Even though
using graphical processing unit for collision detection and
adopting a bounding volume hierarchy may avoid spatial dis-
crepancies for relatively simple objects (for example, scenes
with tens of thousands nodes [15] and hundreds of intersecting
sphere pairs [16]), we argue that for more complex objects

with millions of meshes, spatial discrepancies are inevitable
with the current state-of-the-art computing systems.

Visual-haptic spatial discrepancies can also occur in haptic
AR systems. For instance, Rasool and Sourin [13] presented
photorealistic captured scenes for visual display and used invis-
ible virtual objects for haptic display. The combination of these
representations was proposed due to the difference in visual
quality between the real scene and the virtually simulated scene.
In this configuration, an invisible virtual object (e.g., a simple
virtual face model to generate haptic sensations) is superim-
posed on a photorealistic camera-captured object (e.g., a real
face). As illustrated in Fig. 1(b), spatial discrepancy occurs
not only because of differences between the models, but also
due to registration errors [17] in the algorithms that align the
invisible virtual object on the photorealistic camera-captured
object. In this case, users will expect haptic collision when
the photorealistic camera-captured object and the visual cur-
sor come into visual contact but registration errors in aligning
the invisible virtual object will lead to inconsistency in the
feedback provided in visual and haptic modalities.

In case of indirect haptic rendering, the virtual-coupling
concept [18] is usually used. In this case, it seems that no
spatial discrepancies may occur because the pose of a vir-
tual tool is constrained to stay on the boundary of the virtual
object. Spatial discrepancies, however, may also appear even
in this case. In the multiresolution case, haptic collision detec-
tion is performed with a coarse haptic model, not a fine visual
model as in the direct haptic rendering. Therefore, the virtual
tool can penetrate into or be apart from the fine visual model
when a haptic device collides with a coarse haptic model
[see Fig. 1(a)]. Even in cases involving the same level of
detail in the visual and haptic models, a collision between two
bounding spheres can generate penetration or separation of the
virtual haptic tool with the visual representation of the virtual
object as in direct haptic rendering. Finally, in haptic AR sys-
tems, there is a registration error between a camera-captured
scene and an invisible virtual object. As in the direct hap-
tic rendering, haptic collision detection is performed with the
invisible virtual object. Therefore, the virtual tool can penetrate
into or be apart from the camera-captured scene [see Fig. 1(b)].

These misalignments can be disruptive as users typically
expect zero spatial discrepancy between visual and haptic cues
when exploring objects with a kinesthetic haptic device—
this is both natural situation in the real world and situation
that existing haptic VR and AR systems attempt to achieve.
The quantitative impact of such spatial discrepancies can be
substantial. For example, mean time per tap was increased dur-
ing a Fitts’ tapping task [19] in which participants performed
reciprocal tapping between a series of virtual cylinders in
a configuration with a varying degree of artificially generated
spatial discrepancy. We also described a preliminary inves-
tigation of performance degradation during a targeting task
with various levels of spatial discrepancy [20]. In this paper,
we used the index of error correction effectiveness [21] as
a performance criterion and found that a spatial discrepancy of
2 mm or less had no impact on targeting performance, whereas
spatial discrepancies greater than 2 mm led to detectable and
disruptive degradations to performance.
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While this literature highlights the negative effects of spa-
tial discrepancies between visual and haptic cues, it does not
yet paint a complete picture. Therefore, this paper seeks to
address this omission and provide a more in-depth descrip-
tion of the impact of tightly controlled spatial discrepancies
on performance of a typical targeting task based on the stan-
dard measurement criteria of task completion time, errors, and
maximum reaction force. Furthermore, it explores this issue
in tandem with two additional stimulus variables, the stiff-
ness of haptic object and the diameter of visual cursor (or
representation of the haptic device end-effector). These are
intrinsic properties of visual-haptic simulations that frequently
vary across different applications and objects in the real world.

The rationale for selecting a targeting task for the current
investigation is that accurate aiming and positioning is a pre-
cursor to most other haptic tasks—before any action can be
initiated in a simulation, a user must reach the appropriate
location to take that action. In general, users also seek to
complete targeting operations optimally—rapidly and with low
error rates. In haptic simulations, accurate targeting can be
imperative—for example, in the application domain of med-
ical simulation, nurses making injections, dentists applying
their tools or laparoscopic surgeons positioning a blade all
involve precise targeting of small locations as a precursor to
the main task.

By characterizing and analyzing targeting performance in
this way we believe the results of this paper will be relevant to,
and can help inform the design of, systems in a wide variety of
application domains relying on closely corresponding visual-
haptic scenes, such as haptic VR or AR systems. Specifically,
we expect the results of this paper can be used to determine
necessary system capabilities in terms of registration accuracy
(essentially serving as a functional requirement) and to predict
user performance when interacting with a system with known
levels of spatial discrepancy, haptic object stiffness, and visual
cursor diameter.

This paper makes the following contributions.
1) A systematic characterization of the performance degra-

dation caused by visual-haptic spatial discrepancies
when interacting with virtual or augmented realities.

2) A verification of the influence of haptic wall stiff-
ness and visual cursor diameter on this performance
degradation.

3) A discussion on relative dominance of visual and haptic
cues during a targeting task.

The remainder of this paper is organized as follows.
Section II introduces the experimental protocols including the
specific system configuration and a description of the inde-
pendent variables, procedures, measures, and demographics.
In Section III, the results from the experiment are presented.
Finally, Sections IV and V close this paper with a discussion
of the results and a presentation of the key conclusions.

II. EXPERIMENTAL PROTOCOL

This section introduces the detailed system configuration,
stimulus variables studied, experimental procedures, measures,
and participant demographics.

Fig. 2. System configuration for experiments. (a) Configuration.
(b) On-screen display.

A. System Configuration

During the study, participants sat in front of a 15.4-inch
laptop monitor and manipulated the stylus of a PHANToM
Omni (workspace: 160W × 120H × 70D mm) [22] with
their dominant hand and without an arm rest, as illustrated
in Fig. 2(a). We used this noncollocated configuration because
the key motivating application area for this paper is minimally
invasive surgery, a domain in which surgeons typically perform
operations by manipulating instruments with their hands and
observing the results on a noncollocated monitor. During the
study, participants were requested to sit comfortably in front
of the laptop with their eyes approximately 400–500 mm from
the screen and to maintain this initial distance throughout the
experiment. The content shown on screen was coherent with
the physical dimensions of the haptic device: 1 mm of visually
rendered content occupied 1 mm of physical space, and in the
case of cursor control, 1 mm of physical movement equated to
1 mm of on-screen movement. During the study, neither visual
nor sound cues from haptic device were blocked—participants
could see their hands and the haptic device and also hear any
sounds it made.

As illustrated in Fig. 2(b), the screen always showed a sim-
ple static visual wall with a width of 7.5 mm located at the
center of the screen and a circular visual cursor representing
the end point of PHANToM Omni stylus. This also served as
a standard haptic interaction point (HIP). The scene also fea-
tured an invisible haptic wall with a width of 7.5 mm, which
was modeled as a spring, and which generated contact reaction
force when the visual cursor collided with it during tasks.

Even though the experiments in this paper involved a sim-
ple (flat) generic wall [as in Fig. 2(b)] as a representative
collision model, we can obtain general conclusions because
a complex object (composed of concave, flat, and convex sur-
faces) can be represented as a combination of small flat surface
patches and because a point cursor is colliding with this small
flat surface patch.

B. Experimental Design

Three variables were manipulated in a fully crossed exper-
imental design: 1) the spatial discrepancy; 2) the stiffness of
haptic wall; and 3) the diameter of visual cursor. All values of
the independent variables are listed in Table I. The first vari-
able is critical to our goal of exploring the impact of spatial
discrepancies and the manipulation was achieved by system-
atically adjusting the position of the haptic wall relative to the
statically positioned visual wall. Essentially, the haptic wall
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TABLE I
VALUES OF THE INDEPENDENT VARIABLES

was moved among five possible relative locations: −3.0, −1.5,
0, +1.5, and +3.0 mm. We refer to situations when the hap-
tic wall was farther from the participants’ start point than the
visual wall as positive spatial discrepancy and the inverse sit-
uation, when the haptic wall is closer than the visual wall, as
negative spatial discrepancy. The range of spatial discrepan-
cies considered was determined by system alignment accuracy
values reported in recent haptic AR system [23]. This sys-
tem typically reports registration errors of between two and
three millimeters and, consequently, we sought to observe
targeting performance with spatial discrepancies in this
range.

The experiment was primarily intended to observe distur-
bances to typical targeting movements due to spatial discrep-
ancies. As such, participants received no instructions about this
presence of spatial discrepancies in the experiment. This was
because we believe that people generally expect zero spatial
discrepancy between visual and haptic representations when
exploring objects with a kinesthetic haptic device as this is:
1) the situation in the real world and 2) the situation that exist-
ing haptic VR or AR systems attempt to achieve. In order to
maintain this expectation throughout the study, we randomly
presented nonzero spatial discrepancy trials within sequences
of trials featuring zero spatial discrepancies. Specifically, each
spatially discrepant trial (or target-trial) was presented within
a trial-block featuring four other distractor-trials in which there
was a perfect match between visual and haptic cues whereas
the haptic wall stiffness and the visual cursor diameter were
held constant. Furthermore, to prevent consecutive display of
spatially discrepant trials, the target-trial never occupied the
first spot in a trial-block, but was otherwise presented in a ran-
dom order (ranging among second to fifth spots). This meant
that participants were never certain when they would experi-
ence a target-trial, but also that they would never experience
one immediately after a change in the other experimental vari-
ables. Finally, it also ensured that participants would not adapt
their behavior to the cues presented in the target-trial [24].

The second stimulus variable we manipulated was the
stiffness of the haptic wall. This paper used three stiffness
levels: 0.4, 0.7, and 1.0 kN/m. These specific values were
selected because they represent the typical stiffness of human
body parts (ischial tuberosity, greater trochanter, posterior
midthigh, and biceps brachii) [25]. They can also be ren-
dered with a high level of stability given the inherent damping
of the PHANToM Omni (the stably displayable stiffness in
the x-axis is 1.26 kN/m) [22]. Therefore, any haptic stability
algorithm, such as energy-bounding algorithm [26] was not

Fig. 3. Dimensions from laparoscopic surgical device.

applied throughout the study. The representative object stiff-
ness values appear across a wide range of application scenarios
and are particularly pertinent for the common haptic appli-
cation area of surgical training. Additionally, the difference
between each of these values exceeds commonly reported just
noticeable differences for stiffness perception [27].

Note that both haptic and visual wall widths were selected
to be 7.5 mm since the penetration of 7.5 mm into the haptic
wall with a 0.4 kN/m stiffness can generate a reaction force
of 3 N that should not exceed the maximum displayable force
(3.3 N) of the PHANToM Omni [22] in order to avoid stiffness
distortion. If a human subject penetrated more than this width,
this trial is judged to be invalid because the deeper penetration
will reduce the stiffness felt by the subject—consider the case
of 10 mm penetration into the haptic wall with a 0.4 kN/m
stiffness. In this situation, a haptic device with 3.3 N maximum
reaction force will result in 0.33 kN/m stiffness (3.3 N divided
by 10 mm) instead of the intended stiffness of 0.4 kN/m. For
the highest stiffness of 1.0 kN/m, a greater force can be felt
upon shallow contact with the higher stiffness haptic wall, so
that subjects will judge whether a contact occurs or not without
stiffness distortion effect that can occur in the lower stiffness
case. Therefore, the haptic wall width of 7.5 mm is thought
to be good enough for the intended experiments.

The third variable we manipulated was the diameter of the
visual cursor. This was also varied among three levels: 1, 3,
and 5 mm. These figures were selected as they represent typ-
ical dimensions of common surgical tools, as illustrated in
Fig. 3. These tools were selected as a suitable source of visual
cursor diameters as surgical training and telesurgery are a key
focus for this paper and, in general, prominent and demanding
application areas in the field of haptics.

Cursor size is an important variable because we used a stan-
dard three-degree-of-freedom point contact haptic rendering
algorithm [28] to detect haptic collisions. With this algorithm,
haptic collisions take place at the exact center of the visual
cursor. Fig. 5 depicts the effects of visual cursor diameter on
negative and positive spatial discrepancies when participants
approach from the left side of the visual wall. For the neg-
ative spatial discrepancy [e.g., Fig. 4(a) and (c)], the haptic
wall is outside the visual wall whereas for the positive spa-
tial discrepancy [e.g., Fig. 4(b) and (d)], the haptic wall is
inside the visual wall. As depicted in Fig. 4(a) and (b), if
the radius of the visual cursor is larger than the magnitude of
spatial discrepancy, there always is a partial overlap between
visual cursor and visual wall at the moment of haptic collision.
On the other hand, when the radius of visual cursor is smaller
than the spatial discrepancy, the visual cursor either stays com-
pletely outside or penetrates completely into the visual wall as
depicted in Fig. 4(c) and (d). These variations may influence
the performance generated by spatial discrepancies.
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Fig. 4. Haptic collision and visual representation with respect to diameter
of the visual cursor. (a) Larger visual cursor with negative spatial discrep-
ancy. (b) Larger visual cursor with positive spatial discrepancy. (c) Smaller
visual cursor with negative spatial discrepancy. (d) Smaller visual cursor with
positive spatial discrepancy.

C. Procedure

Each individual targeting trial in the experiment was com-
posed of three phases: 1) resting phase; 2) homing phase; and
3) targeting phase. In the resting phase (indicated by a red
cursor), no reaction forces were applied and no measures were
taken. A 20-mm square was shown to either the left or the right
of the on-screen visual wall (indicating approaching direction,
50% of the trials in each direction). Participants’ task in this
phase was to move the visual cursor to the square side at
their own pace and then press the button on the stylus of the
PHANToM Omni.

The homing phase, shown by a change in the cursor color to
blue, then began. During this phase, homing forces that move
the haptic device toward the start point were applied for 1 s.
These were directed toward a point to the left or the right
of the on-screen visual wall—the start point (80 mm from
the visual wall) of the participants’ targeting movements in
the study—and were intended to ensure that participants com-
menced targeting movements from a consistent pair of spatial
locations that were equidistant from the visual wall. During the
homing phase, the 20 mm square gradually shrunk at a rate
calculated such that it disappeared entirely at the 1-s mark.
When this occurred, the targeting phase began. The visual-
ization of the gradually disappearing square was intended to
allow participants to anticipate the beginning of the target-
ing phase and lower the contribution of reaction time to the
targeting time measure.

During the targeting phase, the cursor turned green, the
homing forces were immediately released and the participants’
task was to “move as quickly and accurately as possible to
reach the wall then press the button on the PHANToM Omni”.
The instructions were intentionally modality neutral: partici-
pants determined whether or not they had reached the wall
according to their own interpretation of the visual and/or hap-
tic cues they experienced. This choice was due to the fact
that, in typical visual-haptic applications, no instructions about
the relative importance of different modalities are provided to
operators and we wanted to observe this kind of naturalistic
performance. During the targeting phase, participants could
move in the x (left–right), y (top–bottom), and z (near–far) axes
whereas haptic feedback was presented only for the x-axis.
Completing this task led to the start of the next trial.

During the targeting phase, three criteria were used to inval-
idate trials. First, if participants moved more than 5 mm from
the start point during the homing phase, second, if partici-
pants pressed the button on the PHANToM Omni while not
in contact with either the visual or the haptic wall, and third,
if participants passed the center of visual cursor through the
7.5 mm haptic wall. These three criteria were established
to ensure the targeting tasks during the study were typical,
consistent, and comparable. They attempted to guarantee that
movement distances in each trial were similar and that partic-
ipants needed to target the edge of wall with a high degree of
accuracy. Clicking in advance of contact, clicking after bounc-
ing off the wall, and clicking after passing through the wall led
to incomplete trials. In such cases, participants were required
to rerun the trial-block.

As already explained in Section II-B, a trial-block is com-
posed of four distractor-trials (zero spatial discrepancy) and
one target-trial. Due to this structure, target-trials of zero
spatial discrepancy were not presented as a separate condi-
tion. Instead, this data were captured from the measurements
recorded in the large set of distractor-trials run during the
experiment. This approach had the practical advantage of
shortening the experiment.

Immediately prior to the experiment, each participant com-
pleted a training session featuring two spatial discrepancies
(±3 mm), two haptic stiffness values (0.4 and 1.0 kN/m), and
two visual cursor diameters (1 and 5 mm). These eight trial-
blocks (2 × 2 × 2) were presented three times each, leading
to a training session composed of a total of 24 trial-blocks
or 120 targeting trials in total. After the training session par-
ticipants took a 5-min break to prevent fatigue. The training
session took about 10 min.

Each stimulus in the main experiment was presented five
times. In accordance with this design, each participant com-
pleted a total of 180 trial-blocks (four spatial discrepancies ×
three stiffness levels × three cursor diameters × five repeti-
tions) or a total of 900 individual targeting trials. The order of
trial-blocks for the training session and the main experiment
was fully randomized for each participant. Participants were
required to take a 5-min break after every 30 trial-blocks to
mitigate fatigue. The overall experiment took between 60 and
90 min including breaks.

D. Measures

Four measures of targeting performance were captured:
movement time, absolute errors in the final position for the
visual and the haptic walls, and maximum reaction force.
During targeting, we expected participants to generate rapid,
directed ballistic movements toward the visually observed
target followed by fine-grained corrective adjustments upon
arrival. We suggest that the existence of spatial discrep-
ancy will lead to lengthier periods of fine-grained corrective
adjustments and larger absolute errors.

Movement time was defined as the duration of targeting
phase whereas the absolute errors for both walls referred to
the absolute distance from the visual and the haptic walls to
the center of the visual cursor at the time the trial ended.
We measured two absolute errors because participants’ task
during experiments was “move as quickly and accurately as
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(a) (b) (c)

Fig. 5. Performance measures versus spatial discrepancy. (a) Movement time. (b) Absolute error. (c) Maximum reaction force.

(a) (b) (c)

Fig. 6. Performance measures versus stiffness of the haptic wall. (a) Movement time. (b) Absolute error. (c) Maximum reaction force.

(a) (b) (c)

Fig. 7. Performance measures versus diameter of the visual cursor. (a) Movement time. (b) Absolute error. (c) Maximum reaction force.

possible to reach the wall. . . .” As already described, there
were two spatially discrepant walls (visual and haptic walls)
and participants were able to use cues generated from either
to judge completion of their targeting movements. Measuring
both errors allows exploration of which cues were more impor-
tant in participant’s judgment of task completion. To further
facilitate this analysis, we also captured the maximum reac-
tion force generated during a trial [14], another measure of
the magnitude of the haptic cues presented. These measures
were selected to allow us to investigate how the three inde-
pendent variables (spatial discrepancy, stiffness of haptic wall,
and diameter of visual cursor) affect targeting movements. In
addition, they allowed us to explore the relative weight placed
on visual and haptic cues during judgments of the completion
of a targeting movement.

E. Participants

Ten undergraduate students participated in the experiment.
None of the participants were familiar with sophisticated
haptic technologies. Four participants were male and six

female, and their ages ranged between 18 and 21 [mean:
19.4, standard deviation (SD): 0.92]. One participant was
left-handed.

III. EXPERIMENTAL RESULTS

Figs. 5–7 show the experimental results of movement time,
absolute errors for visual and haptic walls, and maximum
reaction force versus the three independent variables of spatial
discrepancy, the stiffness of the haptic wall, and the diameter
of the visual cursor. Note that the results show mean values
for each independent variable [e.g., Fig. 5(a) shows mean val-
ues over three stiffness values of haptic wall and over three
diameters of the visual cursor]. Error bars in the figures denote
standard errors.

To explore the differences in the data, three-way repeated-
measure analysis of variance (RM-ANOVAs) were con-
ducted for each experimental measure using statistical pack-
age for the social sciences [29] with five levels of spa-
tial discrepancy, three levels of haptic wall stiffness, and
three levels of visual cursor diameter. Table II shows the
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TABLE II
MAIN EFFECTS OF EACH VARIABLE

(a)

(b)

Fig. 8. Results of post-hoc pair-wise comparisons for spatial discrepancies.
Absolute error for (a) visual wall and (b) haptic wall.

TABLE III
INTERACTION EFFECTS BETWEEN VARIABLES

RM-ANOVA results and the results of post-hoc pair-wise com-
parisons incorporating Bonferroni confidence internal adjust-
ments for the variables of stiffness and diameter in cases
where the RM-ANOVA main effects attained significance.
Additionally, results of pair-wise comparisons for spatial dis-
crepancies are presented in Fig. 8. Finally, the interaction
effects from each of these tests appear in Table III. In
order to verify interaction effects between the spatial discrep-
ancy and the stiffness of the haptic wall in Table III, the
interaction plots shown in Fig. 9 were obtained. Note that
statistically significant differences are represented as follows:
p < 0.05∗, p < 0.01∗∗, and p < 0.001∗∗∗.

During the experiments, participants generated an average
peak velocity of 0.383 m/s (SD: 0.073 m/s) a figure that
was relatively stable across all independent variables. These
data are presented in Table IV. These values are similar to
the previously reported value of 0.349 m/s, which was mea-
sured during a reaching and grasping task [4]. This suggests
that participants in this paper generated typical targeting (or
reaching) motions throughout the experiment.

Finally, it is also worth noting that although we designed
the experiment to investigate three different stiffness levels of
a haptic wall, stimuli were not correctly rendered in a small
number of trials. Specifically, this occurred in situations when

(a)

(b)

Fig. 9. Interaction plots between stiffness of the haptic wall and spatial
discrepancy. (a) Absolute error for visual wall. (b) Absolute error for haptic
wall.

TABLE IV
MEAN PEAK VELOCITIES IN EACH CONDITION

the calculated force value from the haptic wall exceeded 3.3 N,
the maximum force output of the PHANToM Omni [22].
However, this incorrect rendering of stiffness was rare: 0.0%
of trials for 0.4 kN/m, 0.6% of trials for 0.7 kN/m, and 1.07%
of trials for 1.0 kN/m. We suggest that the impact of this issue
on the final experimental results is negligible.

In addition, when the spatial discrepancy is positive and
large, the center of the visual cursor is outside the haptic wall
yet within the visual wall. In this case, the force participants
perceived would be zero. However, as shown in Fig. 5(b),
the absolute error for visual wall is larger than the spatial
discrepancy, which means in most of the cases, the center of
the visual cursor is within haptic wall. Although the latter
case occurred in the vast majority of trials, we also explicitly
examined the impact of trials in which the center of the cursor
was outside the visual wall. Figs. 5(b), 6(b), and 7(b) show
this subset of the data.

IV. DISCUSSION

This section discusses and interprets the experimental
results in terms of performance with different spatial discrep-
ancy levels, haptic wall stiffness values, and visual cursor
diameters. In addition, relative dominance between visual and
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Fig. 10. Absolute error for visual wall with respect to spatial discrepancies
considering consistent haptic wall penetration about 1.5 mm.

haptic cues is compared by using maximum reaction force.
Finally, limitations of this paper are presented.

The different levels of spatial discrepancy did not influ-
ence movement time (rationale will be introduced below)
across the study [see Fig. 5(a) and the second column of
Table II]. However, there were statistically significant differ-
ences in the absolute errors for visual and haptic walls. The
absolute error for visual wall in Fig. 5(b) shows that larger
spatial discrepancies led to larger absolute error for visual wall
(excluding a region between −1.5 and 0.0 mm). Note that this
result is valid for any diameter of the visual cursor as seen in
the second column of the interaction effects of Table III.

We also note that the absolute error for visual wall is
smallest for the spatial discrepancy of −1.5 mm. This can
be explained by considering the consistent penetration of the
visual cursor into the haptic wall. Fig. 10 presents a visual rep-
resentation of absolute error for the visual wall with respect to
spatial discrepancies. In each case, penetration of visual cursor
into the haptic wall is approximately 1.5 mm, as observed in
the study [Fig. 5(b)], and the absolute error for visual wall is
the distance between center of visual cursor and left bound-
ary of visual wall. As this figure shows, in this configuration
absolute error for visual wall is low for the spatial discrepancy
of −1.5 mm—the consistent penetration of visual cursor into
the haptic wall throughout the study results in a low absolute
error for visual wall.

The absolute error for haptic wall, shown in Fig. 5(b),
shrank from negative spatial discrepancy to positive spatial
discrepancy. The decrease can be explained by considering
the influence of the absolute error for visual wall. As seen in
Fig. 11(a), with negative spatial discrepancies penetration of
the visual cursor into the haptic wall decreases the absolute
error for visual wall and increases the absolute error for haptic
wall. In contrast, with positive spatial discrepancies [as seen in
Fig. 11(b)], penetration of the visual cursor into the haptic wall
increases absolute errors for both walls. We suggest that the
decreasing trend in the absolute error for haptic wall is due to
participants attempting to minimize the absolute error for the
visual wall across the different spatial discrepancy conditions.
Although this trend is roughly linear, post-hoc comparisons
[Fig. 8(b)] indicate that the statistically significant differences
are between positive and negative spatial discrepancies [dashed
block of Fig. 8(b)].

Further insights into performance can be gained by analyz-
ing the experimental results in more detail. Specifically, during

(a)

(b)

Fig. 11. Changes on the absolute errors for visual and haptic walls with
respect to penetration of visual cursor into haptic walls. (a) Negative spatial
discrepancy case. (b) Positive spatial discrepancy case.

a targeting task, both visual and haptic feedback play an impor-
tant role in accurate movement termination. In this paper, the
data shown in Fig. 5(c) suggest that participants’ dependence
on haptic feedback is larger than that on visual feedback.
We conclude this because, if participants depended fully on
visual feedback, maximum reaction force of positive spatial
discrepancies would show low or zero values—participants
may not reach the haptic wall. On the other hand, if partici-
pants depended fully on haptic feedback, maximum reaction
force should show consistent values irrespective of spatial dis-
crepancies. As seen in Fig. 5(c), however, neither pattern was
observed. Instead, the mean maximum reaction force ranged
roughly linearly between 1.687 N with −3.0 mm discrepancy
to 1.201 N with +3.0 mm spatial discrepancy. We interpret
this as participants seeking to vary their penetration into the
haptic wall in order to stay closer to the visual wall. However,
as this variation (0.486 N) was smaller than the maximum
reaction force in the zero spatial discrepancy condition, we
conclude that for the spatial discrepancies studied in this paper,
the haptic cues played a more important role than the visual
cues. Despite the dominance of haptic feedback suggested in
Fig. 5(c), the absolute error for haptic wall decreased with
positive spatial discrepancies, which suggests that visual feed-
back also played an important role in the task. Based on this
analysis, we suggest that the targeting task was predominantly
driven by participants attempting to reach the haptic wall, and
their performance derived from a combination of the stiffness
and location of haptic wall halting their movement.
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TABLE V
PENETRATION DEPTH VARIATION AT INITIAL IMPULSE

MOTION AND AFTER CORRECTIVE MOTION

The data also support fleshing out this suggestion. The third
column of Table II shows that changes to the haptic wall stiff-
ness led to statistically significant differences in both absolute
errors for visual and haptic walls. In contrast, there was no
significant effect on the movement time. The key observation
is that higher stiffness levels led to smaller absolute errors for
visual and haptic walls [see Fig. 6(b)]—the smallest absolute
errors for visual and haptic walls, by 19.34% and 53.92%,
respectively, were observed with the stiffest haptic wall. This
is likely due to the fact that for lower stiffness values a larger
penetration was required to reach the detection threshold for
force perception. The experimental results shown mean max-
imum reaction forces of 1.148 N (SD: 0.524 N), 1.405 N
(SD: 0.651 N), and 1.657 N (SD: 0.803 N) for the haptic wall
stiffness levels of 0.4, 0.7, and 1.0 kN/m, respectively. These
values are all higher than the detection threshold for force [30].
This result suggests that absolute errors for both walls were
strongly dependent on the stiffness of the haptic wall.

The final main effect (as seen in the fourth column of
Table II) shows that changes in the visual cursor diameter led
to statistically significant differences in the movement time
but not in the absolute errors for the visual and haptic walls.
Specifically, larger visual cursors resulted in shorter movement
times [see Fig. 7(a)]. In general, a ballistic motion is composed
of an initial impulse and an error correction phases [21] and
we suggest the longest movement times were observed with
the smallest visual cursor because additional corrective move-
ments were generated. To support this assertion, we calculated
the maximum penetration of visual cursor into haptic wall as
a measure of the haptically dominated ballistic phase—this
represents the furthest participants moved. The position of the
cursor at the end of a trial, represented by the absolute error
for the haptic wall, represents the culmination of the error cor-
rection phase, and the difference between two variables means
the magnitude of the error correction movement. As seen in
Table V, a visual cursor with a diameter of 5 showed a smaller
difference than with diameters of 1 and 3. In order to verify
a statistical significance of the differences, an additional sta-
tistical analysis was performed. Significant differences were
observed between diameters of 1 and 5 (p = 0.038∗), and
between diameters of 3 and 5 (p = 0.033∗) while it was non-
significant between diameters of 1 and 3 (p = 1.000). As
such, we conclude that larger error correction movements led
to a longer movement time with the smaller visual cursor.

Additionally, as seen in the second column of Table II,
spatial discrepancy had no effect on movement time. This is
likely because the initial impulse phase dominated the target-
ing motion. In general, participants moved the visual cursor

TABLE VI
PERCEPTUAL SPATIAL DISCREPANCIES

about 80 mm during the initial impulse phase and about 1 mm
during error correction phase (as shown in the fourth column
of Table V). This relatively brief error correction period made
the study incapable of distinguishing whether the difference
spatial discrepancies impacted movement time.

Finally, there are significant interaction effects between
the spatial discrepancy and the haptic wall stiffness (third
column of Table III) for absolute errors for the visual and
haptic walls. Specifically, the absolute error for the visual
wall stayed close to constant for negative spatial discrepancies
of −3.0 and −1.5 mm in the 0.4 kN/m stiffness condi-
tion whereas data from the 0.7 and 1.0 kN/m conditions
increased [Fig. 9(a)]. Additionally, the absolute slope of the
absolute error for the haptic wall in Fig. 9(b) increased when
the haptic wall had a low stiffness. However, this metric
remained constant when the haptic wall had a high stiffness.
These variations indicate that the influence of (and partici-
pants’ dependence on) haptic feedback during a targeting task
increases when target objects have a high stiffness.

Note that an additional discussion on two absolute errors for
haptic wall would be beneficial. As explained in Section III,
we reported two absolute errors for the haptic wall because
we excluded the 0.81% of trials in which participants did not
make contact with the haptic wall. As seen in Figs. 5(b), 6(b),
and 7(b), however, the experimental results show very similar
values. Bias or alteration of the experimental results was not
generated because this case accounted for only a small portion
of the data. Consequently, we suggest that its effects on the
experimental results were negligible.

It is worth discussing a number of limitations to the work
and experiments described here. First, this paper considers
spatial discrepancies from the perspective of how they would
instantiate in a current haptic VR or AR system. Basically,
it considers spatial discrepancies as deviations from a desired
situation of total accuracy, or exact alignment of the visual and
haptic scenes, in which the HIP is at the center of the visual
cursor. However, as visual cursors typically possess graphi-
cal area (or volume) in the virtual space, this system-oriented
description does not consistently match up with a purely per-
ceptual description of the stimuli. For example, with a visual
cursor of 3 mm in diameter and a spatial discrepancy (as
defined in this paper) of −1.5 mm, the very edge of visual cur-
sor will contact the surface at the moment of a haptic collision,
arguably an optimal perceptual experience—see Table VI for
a full set of the spatial discrepancies used from a perceptual
perspective. This paper analyzes data from the system per-
spective and argues this is appropriate, as the primary goal of
this paper is to understand the impact of system performance
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(in terms of alignment of visual and haptic contents) on users’
experiences. As such, it is important to discuss system level
variables and parameters. In the future, this paper should be
complemented by studies and analysis that looks at the issue
of spatial discrepancy from a purely perceptual standpoint.

Second, visual and audio cues (such as those emitted by
the haptic hardware) were not blocked or obscured during
the experiments and information derived from these cues may
have biased or altered participants’ targeting performance. To
address these issues, future studies should cover or hide the
PHANToM Omni and equip participants with noise-canceling
headphones. However, although visual cues of the PHANToM
Omni and hand were not blocked, participants needed to focus
on the virtual object and visual cursor on the screen in order to
complete the task. As such, visual cues from the hand and/or
haptic device (situated approximately 400 mm to the side
of the screen contents) were in peripheral vision. Therefore,
we argue that visual cues from the PHANToM Omni and
hand did not overly influence the current experimental results.
Additionally, we believe the results of the study remain valid
and immune to interference from extraneous audio cues. We
argue this point based on data reporting that temporal asyn-
chronies between visual and audio cues are greater than the
asynchronies captured in this paper. Specifically, perceivable
asynchronies between visual and audio feedback are reported
to be between 70 and 125 ms [31], [32], whereas the asyn-
chrony between visual and audio feedback generated by the
haptic hardware in this paper, after conversion into the time
domain, were approximately 50 ms.

Third, another limitation to the methods in this paper is
that the distance between the screen and participants’ eyes
was not precisely controlled. However, the initial distance of
about 400–500 mm was maintained during the experiments.
Therefore, we argue it is unlikely to have exerted substantial
effects on the experimental results. Furthermore, not control-
ling this variable may also improve ecological validity—in
this paper, we are primarily interested in natural targeting
movements, situations in which eye position may vary from
motion to motion. However, we acknowledge that future stud-
ies should control, or at least measure, this variable. Finally,
although not atypical for perceptually oriented studies, the rel-
atively small number of the participants (10) in the experiment
may limit the generalizability of the current findings.

V. CONCLUSION

This paper explored variations in user performance, pri-
marily movement time, absolute errors for visual and haptic
walls, and maximum reaction force during targeting tasks in
conditions in which visual and haptic cues were spatially mis-
aligned. A substantial study exploring this variable and the
impact of three levels of haptic wall stiffness and three lev-
els of visual cursor diameter on performance was conducted.
The results revealed that, in the majority of situations, spatial
discrepancies do not show performance degradations for the
movement time. However, absolute errors for the visual and
haptic walls show degradation. Moreover, lower stiffness levels
led to larger absolute errors for the visual and haptic walls.

Furthermore, visual cursors with small diameters negatively
impacted movement time. Finally, the results indicated that,
while both modalities were important, participants depended
more on the haptic feedback than the visual feedback for
precise targeting. Furthermore, this dependence on the haptic
feedback increased when the target objects were stiffer. This
analysis sheds light on the underlying perceptual mechanisms
during visual-haptic targeting tasks.

In summary, we suggest that designers of haptic VR or AR
systems should develop systems which enable targeting per-
formance to particular levels of accuracy. The results reported
in this paper can support this process by illustrating the per-
formance that can be expected for different levels of spatial
discrepancy, haptic stiffness, and visual cursor size. For exam-
ple, if a virtual environment features a haptic wall stiffness of
0.7 kN/m and a visual cursor diameter of 3 mm, a spatial
discrepancy of 1.5 mm could make a negative impact on the
targeting performance.

Future work will attempt to expand the findings reported
here. For example, formal psychophysical experiments could
investigate the relative reliability of visual and haptic feedback
in light of theories of multimodal synthesis [33]. Moreover,
many objects in the world also move or deform in response
to collisions and touches. Thus, another interesting avenue for
future work is to explore the impact of spatial discrepancies in
dynamic scenarios. Finally, the experimental results in virtual
environment can be compared with an experiment in a real
environment. It will reveal how people react to the stiffness
of the wall in real and virtual environments.
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