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Abstract. In this paper we propose a touch enabled video player sys-
tem. A conventional video player only allows viewers to passively expe-
rience visual and audio media. In virtual environment, touch or haptic
interaction has been shown to convey a powerful illusion of the tan-
gible nature - the reality - of the displayed environments and we feel
the same benefits may be conferred to a broadcast, viewing domain. To
this end, this paper describes a system that uses a video representation
based on depth images to add a haptic component to an audio-visual
stream. We generate this stream through the combination of a regu-
lar RGB image and a synchronized depth image composed of per-pixel
depth-from-camera information. The depth video, a unified stream of the
color and depth images, can be synthesized from a computer graphics an-
imation by rendering with commercial packages or captured from a real
environment by using a active depth camera such as the ZcamTM . In
order to provide a haptic representation of this data, we propose a modi-
fied proxy graph algorithm for depth video streams. The modified proxy
graph algorithm can (i) detect collisions between a moving virtual proxy
and time-varying video scenes, (ii) generates smooth touch sensation by
handling the implications of the radically different display update rates
required by visual (30Hz) and haptic systems (in the order of 1000Hz),
(iii) avoid sudden change of contact forces. A sample experiment shows
the effectiveness of the proposed system.

1 Introduction

The rapid development of telecommunication technologies such as enhanced
CPU speed and power, low cost memory, and ultra fast communication net-
works has led to the digital multimedia age, where viewers can enjoy and be
immersed in high quality video and audio media. Typically, some interaction
such as selecting interactive icons with a wireless keyboard or a remote con-
trol is also allowed. That interaction is generally a menu-based dialogue where



the viewer selects an option from several ones provided on screen. However,
recently viewers’ demands for a more realistic and interactive experience with
video media are growing and there is interest in exploring the possibilities of
an interactive experience with the video media beyond passive watching and
listening, i.e. touching and manipulating the video media content directly. Such
an interaction style, known as haptic interaction, has the potential to create a
truly immersive experience for the viewers by providing a powerful illusion of
the tangible nature of the displayed environments.

Traditionally, haptic interaction has been integrated with fully synthesized
virtual reality (VR) worlds where several users can share the virtual contents si-
multaneously. Recently, O’Modhrain and Oakley [1] discussed the potential role
that haptic feedback might play in supporting a greater sense of immersion in
broadcast content. In addition, they explored two potential program scenarios:
the creation of authored haptic effects for children’s cartoon and the automatic
capture of impact data to be streamed and displayed in the context of a live
sport broadcast. However, since the media is based on 2-dimensional informa-
tion, the possible haptic interaction is limited to 2-dimensions. If the media in-
cludes 3-dimensional information, more useful interactions may become possible.
For example, it will become possible to touch and explore an object-of-interest
such as a peculiar shaped object or the face of a famous actor’s face [2]. When
an actor is touching his lover on the face in a scene, viewers may want to touch
her also to increase immersion in the scene and feel as if they had become the
actor.
Typically, in order to represent a 3-dimensional scene, polygonal 3D meshes

are used. But, they are not appropriate for 3D video media because of the re-
dundancy of connectivity information, complex level-of-detail, compression, and
progressive transmission [3]. To bridge the gap between simple 2D texture map-
ping and full 3D modeling of a video object, a depth image based representation
was proposed [4]. In this system, the 3D video media is a combination of reg-
ular video (general RGB image) and synchronized per-pixel depth information
(depth image), see Fig. 1. Currently, the European IST project ATTEST [5] has
created a novel 3D-TV system by means of a depth image-based representation.
They created 3D content by capturing real dynamic environments with an ac-
tive range camera, and compressed and transmitted them with MPEG codecs.

Fig. 1. General RGB immage and synchronized per-pixel depth information



In the 3D-TV system, the viewers could see the 3-dimensional real-world scene
stereoscopically.

In order to provide an interaction force, haptic rendering, the process to dis-
play the haptic attributes of surface and material properties of virtual objects in
real time via a haptic interface, need to be employed. Haptic rendering, however,
requires significantly higher update rates (on the order of 1 kHz) than graphic
rendering for smooth and stable force calculation. The main bottleneck of the
haptic rendering process is the collision detection between the virtual scene and
the current haptic interaction point. While a pre-computed ”hierarchical bound-
ing boxes” approach has been employed to achieve fast collision detection in the
majority of previous works, e.g. [6–9], they are not applicable in the case of depth
video that requires the construction of a new bounding box for each frame. Also,
an extremely large model, such as depth image, slows down the collision detec-
tion considerably (697,430 triangles in 720486 resolution depth image). Walker
and Salisbury [10] proposed a proxy graph algorithm for extremely large static
topographic maps of over 100 million triangles, which is essentially the same as a
single frame depth image. With this technique, they not only reduced the overall
number of collision detection operations, but also optimized the collision detec-
tion by capitalizing on the special structure of the vertically monotone height
field.

In this paper we propose a modified proxy graph algorithm for depth video
streams, because the proxy graph algorithm exhibits some problems when ap-
plied to depth video streams. First, it fails to detect some collisions between a
virtual haptic interaction point and depth video changing its shape frame by
frame. Secondly, it produces piecewise-continuous contact forces because of sig-
nificantly different video and haptic update rates. Finally, it generates sudden
large changes in force at scene transitions making the haptic interface unstable.

2 Modified Proxy Graph Algorithm for Depth Video
Streams

In order to explain the proposed idea, this section provides a brief review of
proxy-based haptic rendering algorithms with detailed summary of the proxy
graph algorithm [10]. Then, the problems and solutions involved in applying
this algorithm (i.e. the proposed modified proxy graph algorithm) to a stream
of depth images are explained in detail.

2.1 Overview of Proxy Graph Algorithm

Haptic rendering algorithms are essentially composed of the coupled processes
of collision detection and response between a haptic interaction point (HIP)
and a virtual scene. Their objective is to model the forces from this interaction
to enable a user to touch, feel and manipulate virtual objects. Typically, the
user controls the position of a point in the virtual world, and a force vector is
generated based on the distance between this point and what is termed a proxy



point which is constrained to remain on the surface of objects in the scene.
This can be easily imagined in the case of a user exploring a virtual plane.
Initially, when the user is not in contact with the plane, the proxy and the
haptic interaction point are coincident, and no forces are applied. As the user
moves onto, and then penetrates the plane, the proxy remains on its surface while
the HIP penetrates into the surface, and the user feels forces proportional to the
distance between these two points. A typical algorithm renders these forces using
a linear spring model.

A key process in a proxy algorithm is the minimisation of the distance be-
tween the HIP and the proxy point. As the HIP moves within an object, the
proxy must be moved to an appropriate location on its surface in order to pro-
vide a realistic force. In the example of the plane mentioned above, this is trivial,
but is more complex when considering realistic virtual objects such as polygonal
meshes. A typical solution is to generate a list of constraint planes. In each up-
date, this list is initially empty, and the proxy is moved towards the HIP until
it is coincident or until collision with a polygon prevents further motion. In the
case of collision, the polygon is added to the list of constraints, and a new goal
location reflecting this constraint becomes the proxy’s optimal destination. It
can be shown that in a polygonal mesh, three such iterations will restrict the
proxy’s motion to a single point, a constrained local minima. Proxy algorithms
based on these concepts are commonplace, as they are simple to implement,
robust and reliable [9, 12, 13].

However, a weakness of this constraint resolution process is that it restricts
the number of polygons a user can traverse in a given update cycle to one. This is
essentially due to the fact that constraints are not released when a user moves to
an adjacent polygon. Given the 1000 Hz refresh rates required for smooth haptic
display, this limitation only becomes evident when considering very large or dense
meshes, in which a user can move across multiple triangles in a single millisecond.
In these situations, the constraint model yields an undesirable feeling of viscosity,
due to the proxy point lagging behind the user’s actual position. While this can
be remedied by simply modifying the basic algorithm to release constraints when
new polygons are encountered, this entails considerable additional processing,
and is currently an unrealistic solution. Walker and Salisbury [10] describe the
proxy graph algorithm, a alternative constraint resolution method to address
this issue. Essentially, they restrict proxy motion to the vertices of the mesh,
and choose among vertices simply by selecting the gradient that slopes towards
the target most rapidly. Although, this approach can result in erroneous proxy
positioning, these errors are usually minor, and allow a large number of polygons
to be traversed efficiently within a single update.

Depth images are simply height maps. They consist of an evenly spaced two
dimensional array of elevations. A triangle based surface can be derived from
them by the simple precedent of adding horizontal and diagonal lines between
each element. They are also vertically monotone, with each horizontal point
possessing only a single point above or below it. In the context of their proxy
graph algorithm, Walker and Salisbury [10] discuss several optimisations to col-



Fig. 2. Local triangulation for collision detection

lision detection algorithms that can be used with this type of data structure.
Firstly, the HIP path can be projected onto the two-dimensional representa-
tion of the height map in order to generate a list of candidate polygons which
should be checked for collisions (Fig. 2). Secondly, cells within this candidate
list that possesses elevation values below that of the HIP path can simply be
discarded. These optimisations, in conjunction with those related to constraint
resolution described above, yield an algorithm which executes extremely rapidly
when applied to large data-sets.

2.2 Collision Detection Correction with Depth Video Streams

The proxy graph algorithm was developed for haptic interaction with the large
static topographic maps. In contrast, the surface triangulated from the depth
video is dynamic - it changes its shape frame by frame. Consequently, when the
current surface transforms into the next surface, the collision detection fails in
some cases and the haptic device can go through the surface as shown in Fig.
3(a, b).

These kinds of problems occur in haptic interaction with a moving rigid-body
object, which can pass through the previous proxy. Ruspini [14] corrected this
problem by moving the previous proxy position with respect to the movement of
the object in the same local frame of the object as shown in Fig. 3(c). However,
the same method cannot be applied to the depth video streams because the
surface moves regardless of the local coordinates. To remedy this situation, the
surface depth is stored by projecting the proxy position on to the surface. When
the surface moves upward, the proxy is also moved by that amount, as shown in
Fig.4. This ensures that the surface cannot pass through the proxy.

2.3 Local Surface Interpolation

Humans can sense force vibrations well in excess of 300Hz. For smooth and
stable force display, generally, a high haptic update rate (>1000Hz) is required.



Fig. 3. Illustration of the collision detection failure of the proxy graph algorithm with
depth video: The general proxy algorithm checks the collision between the surface and
the line segment connecting the current goal and the previous proxy. (a) When the
surface goes up with the device position in the vicinity of the surface, the surface can
pass through the line segment in frame (n+1). (b) Even though the first collision is
detected and the proxy position is determined at frame (n), the algorithm regards proxy
is inside of the frame (n+1) when the surface goes up. (c) The previous proxy contacting
on the rigid-body surface is moving in the same local coordinate and maintains the
same contact point.

Fig. 4. Correction of the previous proxy position out of or on the surface by the amount
of the surface movement.



Fig. 5. Intermediate surface interpolated between the current surface and the next
buffered surface.

The depth video refresh rate (30Hz) is much slower than the haptic update rate.
This performance gap may cause the contact force to be piecewise continuous,
that is to say, a viewer will perceive the discrete change of the depth video
surface. Ruspini [14] proposed a proxy blending method in haptic interaction
with deformable objects, which interpolates an intermediate proxy between the
old proxy constrained to the old surface and the current proxy constrained to
the current surface. This method requires additional time to calculate two proxy
positions during the blending period and resultant force is delayed by about one
frame.

In this paper as shown in Fig. 5, we interpolate the local intermediate surface
needed to be used in collision detection between the current and the next depth
video local surface using Eq.(1), since the next depth image can be obtained at
the current time by buffering.

Zintermediate = Zt+∆Zgraphic
∆thaptic

∆tgraphic
= Zt+(Zt+∆tgraphic

−Zt)
∆thaptic

∆tgraphic
(1)

where, Zt and Zt+∆tgraphic
are the depth values of the surface at time (t) and

(t + ∆tgraphic), respectively, ∆tgraphic is the graphic update time (about 30ms),
and ∆thaptic is the elapsed time from time (t) to current haptic update time.
∆thaptic can be obtained by counting the clocks from (t). Since, our system
is running on the MS Windows which is not a real time OS, ∆tgraphic is not
an exact constant. However, subjective evaluation by users confirms that this
interpolation process is sufficient to give the apparent continuous force.

2.4 Sudden Change of the Proxy Position

During the stream of the depth video, there can be dramatic changes in depth
values between individual frames when a scene changes or when objects in the
scene move as shown in Fig. 6(a, b). If this occurs, the proxy may move with
significant force very rapidly, potentially damaging the device and injuring the
user. Therefore, this situation should be avoided to provide stable interaction to



Fig. 6. Sudden change of the proxy position: (a) While the scene changes to another,
the previous proxy on the old surface abruptly goes up on the higher new surface.
(b) The proxy around the object edge goes up to another higher moving object. (c)
The viewer is prevented from touching the object’s edge surface that comes from an
occlusion.

the viewer. In order to solve this problem, the penetration depth is constantly
monitored and the variation of that value is checked. If a certain threshold is
exceeded, we make the proxy collocated with the device position to make the
force zero for safety. In other words, when the force changes abruptly, the proxy
is allowed to pass through the surface. Consequently, at the moment of scene
change the viewer will not experience a dangerous force increase. Additionally,
the viewer is prevented from touching an object’s edge surface (the dotted surface
in Fig. 6(c)) that comes from an occlusion at the camera view.

3 Example and Results

A sample experiment had been performed to verify the effectiveness of the pro-
posed algorithm as shown in Fig. 7. The depth video can be easily synthesized

Fig. 7. Haptically enhanced depth video player



Fig. 8. Depth videos synthesized from computer graphics animation and (b) captured
and smoothed from ZcamTM .

by rendering a computer graphics animation in off-line rendering packages (e.g.
Discreet 3DS MAX or Alias Maya), where the depth image can be saved by
reading Z-buffer as shown in Fig. 8(a). In recent years, with the technological
advancement of active depth sensors such as the ZCamTM depth camera [11],
depth video can be directly captured in real time as shown in Fig. 8(b). However,
depth video usually contains quantization errors and optical noises, mainly due
to the reflectivity or color variation of the objects being filmed. When the raw
depth map is applied to haptic interactions, the high frequency geometric errors
produce distort feeling such as a jagged texture and a tremor.

To enhance depth map, we applied a median-filtering technique to reduce
noise. Then, we adaptively sampled feature points using 1st-gradient analysis,
since depth variation greatly affects the quality of a reconstructed surface. The
Delaunay triangulation technique situated the feature points in 2D space. Al-
though a 3D surface is reconstructed by projecting a 2D triangular mesh into a
3D space based on the filtered depth value, it still contains local noise that pro-
duce jagged surfaces. For that reason we applied Gaussian smoothing to the 3D
mesh to enhance the smoothness of the surface. Finally we rendered the 3D sur-
face with a commercial animation package (Maya) to generate a smooth depth
map from a reconstructed 3D surface. Fig. 9 shows the zoomed part of a raw,
median-filtered and Gaussian smoothed set of depth images. We experimented
with SD (standard definition, 720x486 pixels) depth videos. In order to display
these two depth videos with OpenGL, we assigned column index, row index and
depth value to x, y and z positions, respectively. Also, each point was set as the
color value corresponding to the captured RGB image and then all points are tri-



Fig. 9. Depth video enhancement captured from ZcamTM : (a) The raw, median-filtered
and Gaussian smoothed depth images. (b) Corresponding mesh models to the depth
images.

angulated by adding a diagonal edge. However, for faster graphic rendering, we
reduced the resolution to 360x243 pixels. We did not, however, reduce the reso-
lution in the haptic rendering. Moreover, for more immersion in the depth video,
viewers wore CrystalEye shutter-glasses which provide a stereoscopic view.

This application was implemented to run on an Intel based PC (Dual 3.0Ghz
Pentium IV Xeon, 1GB DDRRAM, nVidia QuadroFX 1300 PCI-Express) under
Microsoft Windows XP using PHANToM premium 1.5/6 DOF made by Sens-
Able Technologies. PHANToM haptic interfaces provide high-performance 3D
positioning and force feedback plus a 3 degree-of-freedom orientation sensing
gimbal. The haptic rendering algorithm was implemented using PHANToM De-
vice Drivers Version 4.0 and HDAPI. The HDAPI is a low-level foundational
layer for haptics and provides the functions to acquire 3D positions and set the
3D forces at a near realtime 1Khz servo rate.
Table 1 shows the results of the depth video haptic rendering performance

tests. The haptic computation time for each haptic update was measured using
a high-resolution timer provided in Windows. The minimum computation time
is obtained with the haptic interface away from the surface and the maximum

Table 1. Haptic computation time during each update.

Without contact With contact

Average time(milliseconds) 0.017 0.070



one is measured by moving the haptic interface rapidly across the surface. The
proposed modified proxy graph algorithm operates comfortably within the 1kHz
update rate.

This example verified that we were able to stably touch and acquire the
shape of the scene. Also, we could interact with a moving object and feel the
smooth movement. Even if the scene was changed to another and a closer object
showed up abruptly, we could penetrate the surface without feeling sudden force
increase.

4 Conclusion

The depth video based haptic rendering algorithm was successfully implemented
to allow the viewers to directly touch the 3-dimensional scene captured in a
depth video. This is an initial stage to provide the viewers with more realistic
and interactive experience by touch. At the present time, this algorithm offers
the ability to touch a scene in video media and an application scenario is to
touch unusual or interesting on-screen objects or an actor’s face to acquire the
shape or feeling of the skin. We believe that the synergy of the viewers’ demand,
the producer’s creativity, and this kind of technical capability will make touch
enabled media rich and abundant.
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